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ABSTRACT

Since the photolithography area is generally the bottleneck of a wafer fab, effective scheduling in this area
can increase the performance of the complete fab significantly. However, the potential benefit of proposed
solution methods is often validated in a static and deterministic scheduling setting, while the manufacturing
environment is dynamic and stochastic. In this paper, we build a discrete-event simulation model based on
real-world data of the photolithography area, which can be used to accurately determine the performance
of new scheduling solutions. A case study at a global semiconductor manufacturer is presented. The
simulation model, a so-called digital twin, captures the vast majority of the stochastic behavior such as
the arrival of jobs, processing times, setup times and machine downs. In addition, a dispatching heuristic
is developed to replicate the current practice of production control. Both the simulation model and the
dispatching heuristic are validated and shown to be accurate.

1 INTRODUCTION

The photolithography area contains the most capital-intensive machines of a semiconductor wafer fabrication
facility (wafer fab). It is crucial to ensure a high utilization of these machines to minimize the number of
machines needed. Therefore, the photolithography area is generally the bottleneck of a wafer fab. Effective
scheduling in this area can increase the performance of a fab significantly. A lot of research has been done
in this field, resulting in a great variety of solution methods for this problem. However, it is difficult for a
semiconductor manufacturer to find the solution which fits their manufacturing facility best, because each
wafer fab has different scheduling constraints or objectives. Besides, many solutions methods are based on a
deterministic and static scheduling problem which is extracted from the stochastic and dynamic real-world.
The potential benefit is quantified in the deterministic and static setting as well and does not accurately
reflect the real-world benefit. A realized production schedule from the real-world is shown in Figure 1
and illustrates the stochastic behavior of a photolithography area. Semiconductor manufacturers are very
reluctant to test new production control methods in a running manufacturing environment, especially in
photolithography, because it can severely impact the performance of the complete wafer fab. Without an
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accurate estimation of the potential benefit, it is hard for semiconductor manufacturers to justify the business
case of implementing a new production control solution. Thus, there is a need for an offline validation
method which can accurately quantify the potential benefit of new solution methods.
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Figure 1: Visualization of the real-world production on machines in a photolithography area.

In this work, we propose a discrete-event simulation (DES) model which mimics the photolithography
area of a wafer fab. A real-world case study at one of the wafer fabs of Nexperia, a global semiconductor
manufacturer, is presented. The simulation model is referred to as a digital twin, because it is based
on real-world production data and can be synchronized with the current real-world state. The digital
twin is comprised of several elements: the machines, the dispatcher and the lot generator. The machines
capture the behavior of the real-world photolithography machines, so-called steppers, such as stochastic
machine-dependent processing times, stochastic machine-and-sequence-dependent setup times and random
machine downs with stochastic length. The dispatcher dictates which jobs are dispatched from the queue
onto an idle machine. We develop a heuristic which captures the current practice of the production control
at Nexperia, but this element can be replaced with other production control methods to validate the potential
improvement of each of these methods. Finally, the lot generator mimics the arrival of batches of maximum
25 wafers, i.e. lots, from the real-world measured arrivals at the photolithography area.

The importance of scheduling in a semiconductor facility has been known for many years and there
exists a rich literature on this topic. A detailed overview is given by Mönch et al. (2011) and another
overview of only solution methods using dispatching rules is given by Sarin et al. (2011). Although many
dispatching or scheduling solutions are developed for the photolithography area, none of them are validated
in a dynamic and stochastic environment which realistically mimic the real-world. Instead, it is often
chosen to validate it in a deterministic and (sometimes) static environment or directly compare it with the
realized production schedule from the real-world. Geiger et al. (2006) and Cakici and Mason (2007) both
consider the problem with deterministic processing times and without setup times. The experimental setting
is based on comparing the static schedules of the novel solution methods with benchmark dispatching rules
or heuristics, respectively. Similarly, Ham and Cho (2015) compare Gupta and Sivakumar (2006) consider
the problem of allocating jobs to single machines. Although they do consider stochastic processing times,
setup times are not considered and the approach is not analyzed for the parallel machine case. Doleschal
et al. (2013) solves the lithography scheduling problem with a three-stage integer linear programming
(ILP) method and this approach is validated on test instances. These test instances do mimic the dynamic
behavior, but are generated randomly. Besides, the solution does not incorporate many of the real-world
constraints such as reticle duplicates. Ham (2018) and Bitar et al. (2016) both consider deterministic
processing and setup times and validate their approaches with randomly generated test instances. Ham and
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Cho (2015) does include processing and setup times obtained from the real-world, but are still deterministic.
Finally, Janssen (2019) introduces a practical and computationally efficient ILP to solve the problem and
compares the solution to a static schedule created from the real-world schedule.

The main contribution of this work to literature can be summarized as follows: we provide a digital
twin of the photolithography area to accurately validate the performance of production control methods.
Contrary to the static and deterministic setting often used for validation in other literature, we propose a
dynamic and stochastic environment which is able to realistically quantify the real-world potential benefit
of new production control methods. Although the digital twin in this work is tailored for the situation
at Nexperia, the potential application extends to many other wafer fabs by using the production data and
dispatching logic of the corresponding wafer fab.

The remainder of this paper is structured as follows: we will start by explaining the simulation model,
the used data for that model and the dispatching heuristic to mimic current practice in Section 2. After
that, we will discuss the results in Section 3 to verify the accuracy of the simulation model. Finally, the
conclusions and recommendations for future work are given in Section 4.

2 SIMULATION MODEL

The discrete-event simulation model is modelled with the C# Simulation Library (CSSL) (Adan and Deenen
2021). Different experiments can be executed by the simulation model. One experiment consists of a
predefined number of replications using one specific setting of the simulation model. There are several
settings which can be set by the user, such as the production control method, the number of replications,
the start date and the end date. In this work, we focus on merely one production control method: current
practice. This will be the benchmark for future work, where other production control methods can be
implemented in the simulation model. Since the simulation contains stochastic behavior, the number of
replications can be set. Data is collected over a time period of four consecutive months, so each period
within these four months can be simulated by setting the start and end date.

2.1 Architecture

The architecture of the simulation model is illustrated in Figure 2. The classes LithographyArea, LotGen-
erator, Dispatcher and Machine are created, each with their own functionalities. Here the LithographyArea
class connects all the individual classes and records all the output data for each replication.

LithographyArea

LotGenerator Dispatcher

Machine #1

Machine #...

Figure 2: Schematic overview of the architecture of the simulation model.

The LotGenerator class generates each lot used during a replication and sends each lot to the Dispatcher
class at its arrival time. Many different product types are manufactured simultaneously. Each product type
consists of a predefined routing, consisting of production stages which have to be performed at dedicated
work areas. Wafers are build layer by layer and each layer needs a photolithography stage. Thus, one
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product type has multiple production stages which visit the photolithography area. We define a lot type
as a unique combination of product type and production stage, since this combination determines the
characteristics of the processing in photolithography, such as processing speeds, setup times and machine
eligibilities. Each lot arrival is characterized by a lot type and operational due date, corresponding to the
measured lot arrivals in the real-world.

The Dispatcher class contains the queue in which all lots are stored when they have arrived in the
system and are waiting to be processed by a machine. When a machine becomes available, the dispatcher
determines which lot is sent to that machine. This decision depends on the solution method used in the
experiment. When a lot is send to a machine, the usage of the required auxiliary resources is updated and
if the maximum capacity of an auxiliary resource is reached, no lot which need that auxiliary resource can
be dispatched until it becomes available again. The dispatcher also accounts for the machine eligibilities
and will not dispatch a lot to a machine which is not eligible to process it.

An instance of the Machine class is created for each stepper in the photolithography area and replicates
the processing of each lot. When a machine becomes available, it receives the next lot from the queue
of the dispatcher. It then samples the setup time from the corresponding distribution depending on the
previous lot type, the dispatched lot type and the machine. When the setup time has passed, the machine
samples the processing time of the dispatched lot from the corresponding distribution depending on the
lot type and the machine. When the processing time has passed, the lot is finished and the next lot can be
dispatched. After finishing a lot, the used auxiliary resources is released. If no lot is send by the dispatcher,
due to, e.g., an empty queue, the machine waits until the dispatcher sends a new lot. Each machine m can
go down after finishing a lot with a probability P(downm). If a machine goes down, a machine-dependent
downtime is sampled from the corresponding distribution. After this downtime, the machine requests a
new lot from the dispatcher.

2.2 Input Data

To build the data-driven simulation model, data is extracted from the manufacturing execution system
(MES) for four consecutive months of production. This data includes the recipe enablements, lot arrivals,
processing times, setup times and machine downs. Each of them will be explained in more detail in this
section.

2.2.1 Recipe Enablements

Each lot type requires a specific recipe to be processed on a stepper. The recipe determines the machine
settings such as stepping speed, light intensity and total number of flashes per wafer as well as what reticle
is needed. A stepper has to be qualified to process a certain recipe. Due to quality reasons or machine
capabilities, only a subset of all machines are capable to process each recipe. This dictates the machine
eligibilities in the production control. Thus, a recipe can be enabled or disabled on a certain machine which
is referred to as recipe enablements. These recipe enablements change over time in the real world and are
therefore logged every week.

2.2.2 Lot Arrivals

The start and end of each processing step on a lot is logged in the MES and is referred to as the track-in
and track-out respectively. The lot arrivals at photolithography are retrieved by filtering on the track-out
of the step prior to the photolithography step. When simulating a certain time window, lots that arrived
before the end of the time window and departed after the start of the time window are generated at their
arrival time. All other lots are not included in the experiment. By combining several data sources, one
input file for the simulation model is generated which contains following information for each lot arrival:
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• Arrival time
• Departure time
• Number of wafers

• Operational due date
• Layer type
• Required reticle

• Required recipe
• Priority

The operational due date is the due date set for the single photolithography step. Each wafer has a
single final due date on which the wafer is supposed to be finished. To keep wafers on track, a operational
due date is set for each single step in the production process. The layer type indicates on which layer the
current wafer is. As mentioned before, wafers are produced layer by layer. Although there exist many
different product types, many of them contain similar layer types. These layer types determine certain
processing characteristics such as the setup times (see Section 2.2.4) and are used in the current practice
of production control (see Section 2.3). The priority can be either normal or high. Lots with high priority
are so-called hot lots and have to be given priority over the normal lots.

2.2.3 Processing Times

The realized processing times of all lots in the real world are logged in the MES and are used to generate
the stochastic processing times in the simulation model. The logged processing times are grouped per
machine-reticle combination. This grouping is chosen, because (1) machines have different speeds and
(2) analysis showed that the processing times on a single machine are mainly determined by the used
reticle. The processing times are removed from the data set if: lots contained less than 25 wafers or the
machine-reticle combination contained less than three samples. This results in a set of processing times for
each machine-reticle combination (with three or more recorded samples of 25 wafers). Each set is translated
in an empirical distribution, where each sample has equal probability. The distribution is positive skewed
due to machine hiccups, which do not occur frequently but increase the processing times significantly. An
example of the processing time distribution of a unique machine-reticle combination is shown in Figure 3.
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Figure 3: Processing time distribution of a unique machine-reticle combination.

In practice, not all eligible machine-reticle combinations were used in the real-world in the considered
time period for data collection. Therefore, processing times of a several machine-reticle combinations were
unknown. To ensure a proper functionality of the simulation model, the machine-reticle combinations with
unknown processing times are made ineligible. This assumption is valid, because we merely want to mimic
current practice of production control. If one wants to consider other production control methods, it is
advised to explore possibilities to retrieve these missing processing times. A possible direction would be,
to use machine learning to predict a generic distribution for the missing machine-reticle combinations.

When a lot contains less than 25 wafers, the sampled processing time p25
jm is scaled linearly by the

number of wafers in the lot according to equation (1).

p jm =
n j

25
· p25

jm (1)
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where, p jm is the processing time of lot j on machine m, p25
jm is the sampled processing time of lot j

on machine m if the lots contains 25 wafers and n j is the number of wafers in lot j. This assumption
is validated with machine data, which contains the processing times of individual wafers. Wafers are
processed sequentially and it is observed that processing times per wafer are fairly constant.

2.2.4 Setup Times

The non-productive times are the times between the processing of two subsequent lots. These non-productive
times can be categorized as either a setup time or a down time and these are both logged in the MES. Based
on analysis and expert knowledge we identify three groups of setup types: setup time between lots of the
same layer type using the same reticle, setup time between lots of the same layer type using a different
reticle and setup time between lots of different layer types using a different reticle (a unique reticle is never
used among different layer types).

The realized setup times of the real world in the four considered months are logged. These setup times
are grouped by machine and setup type. A machine setup requires manual intervention of a shop-floor
operator. A single operator has to serve multiple machines and setups are often delayed because the operator
was not in time. This causes the setup times to be very stochastic but also time-dependent. Operator
configuration may change over time to prioritize throughput on specific steppers. Therefore the setup times
are also grouped per month. This results in a set of setup times for every machine, each setup type and
each month. Each set is translated in an empirical distribution where each sample has an equal probability.

2.2.5 Machine Downs

The second category of non-productive times between lots are the machine downs. When a machine goes
down, a maintenance activity takes place and these activities are logged. All non-productive times in which
one or more maintenance activities have taken place are categorized as down times. These down times
are grouped per machine and month. The monthly grouping is to account for the fact that the frequency
of these machine downs are relatively low, but their impact on the performance is high. Since we want
to mimic the real-world fab, a monthly grouping ensures less stochastic deviations from the real-world in
terms of machine downs. Each set of down times is used in an empirical distribution, where each sample
has equal probability. Whether a down time takes place depends on the probability of a machine m going
down in month x; (P(downmx)). This probability is calculated according to:

P(downmx) =
ndown

mx

ntotal
mx

(2)

where, ndown
mx is the number of non-productive times identified as down times on machine m in month x

and ntotal
mx is total number of non-productive times on machine m in month x.

2.3 Current Production Control

To accurately simulate the real-world production, we also need to mimic the current practice of production
control. This logic will be captured in the Dispatcher class (see Section 2.1) and can be the benchmark for
other production control methods. In consultation with experienced shop-floor operators we identified the
current work flow of production control. The current work flow is a combination of some manual decisions
(from both managers and operators) and certain priority rules. Since different managers or operators can
make different decisions, the production control is not completely consistent. This stochastic component
of the manual decisions is not included, because (1) it is hard to capture and (2) the stochastic influence is
limited. Instead, these manual decisions are analyzed and translated into deterministic rules. This results
in a dispatch-based heuristic, which will be explained next. Due to confidentiality reasons, we cannot
describe this heuristic in detail, but a general description will be given.
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A graphical overview of current production control is shown in Figure 4. Every 24 hours, it is determined
what number of wafers should be processed in the next 24 hours of each specific layer type, so-called
production targets. These targets depend on the work-in-progress (WIP)-balance, which are the number
of lots present at the other production steps in the fab. Products have to go sequentially through multiple
layer types during production. A balanced WIP generally means that the WIP is well distributed over the
different layer types. Therefore, the production targets are used to set a certain amount of throughput per
layer type to ensure a well-balanced WIP.

Set production 
 targets

Assign layer types to
machines

Dispatch lot with
highest priority

Every 24h Every 4h
When machine
becomes idle

Figure 4: Graphical overview of the steps involved in the current production control.

Every four hours, a layer type is assigned to each machine based on the progress towards the production
targets of each layer type, e.g. layer types which are further behind schedule get higher priorities. Lots
which are in the same layer type, even if the product type is different, have many similarities in processing
characteristics such as machine eligibilities and machine speeds. Hence, it makes sense to use the layer
type to group the available lots for the machine allocation. It is preferred to assign each layer to a maximum
of two machines at the same time to prevent reticle conflicts. When the machine becomes idle, the first
eligible lot based on priority is dispatched next. Hot lots get the highest priority, followed by lots of the
assigned layer type which uses the same reticle as currently loaded on the machine, followed by lots of
the assigned layer type which uses a different reticle. Within these three groups, the lots are prioritized by
earliest operational due date first. In case the queue of an assigned layer type is empty before the end of
the four hour window, a different layer type is assigned to that machine. Also, when a machine goes down
or becomes available again, the layer type to machine assignment is reevaluated. As mentioned before, the
current production control is executed by humans and is therefore not always executed exactly according
to the described heuristic.

3 RESULTS

The length of the experiment is 30 days and the number of replications is set to 300. The realized production
schedules from the simulations are compared to the single realization from the real-world production from
the same time frame. The simulations are performed on a computer with an Intel Core i5-8600K processor
running at 3.60 GHz and 16 GB of RAM memory. On this computer, a simulation run of 30 days only
takes 2 seconds, i.e., 300 replications takes 10 minutes. This time is excluding the collection and reading
in of the production data to build the model, since this is strongly dependent on the used MES and data
structures.

Two realized production schedules, one from the real-world and one replication from the simulation
model, are depicted in Figure 5. Each bar represents the production of one lot and the color of the bar
represents the layer type of the lot. The length of the bar is determined by the stochastic processing time
of that lot-machine combination. The non-productive times are caused by either a stochastic down time
or stochastic setup time. The layer types are clearly grouped and each layer type is produced on a limited
set of machines at the same time. Visually comparing both realizations, we see many similarities in the
allocation of layer types to machines. However, we also observe the stochastic nature of the production
environment, with many differences in random down times of machines and also slight differences in the
layer type allocations.

In the remainder of this section, we will verify the accuracy of the simulation model on different
objectives. We will start with analyzing the throughput. After that, we will consider the layer and reticle
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changes, these two factors determine the behaviour of setup times. Next we will consider the lateness
and finally we analyze the accuracy using the semiconductor standards of the overall equipment efficiency
(OEE).
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(a) Real world
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(b) Simulation model

Figure 5: Realized production schedules.

3.1 Throughput

Throughput is one the most important objectives to optimize in a wafer fab. Therefore, the accuracy of the
simulation model in terms of throughput is of high importance. The wafers produced per day and queue
length at the end of each day of the first 20 replications of the experiment are plotted in Figure 6. It can be
seen that the throughput and queue length of the simulation model very accurately matches the throughput
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of the real-world observation. The stochastic behaviour of the real-world and single replications from the
simulation also seem to match well. The mean and standard deviation of the wafers produced per day is
respectively 0.15% and 6.60% lower in the simulation model compared to the real-world.
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Figure 6: Comparison of the throughput (left) and resulting queue length (right) of all replications of the
simulation model (dashed colored lines) with the real-world (solid blue line).

3.2 Reticle and Layer Changes

Reticle and layer changes influence the setup times, as explained in Section 2.2.4. A reticle change happens
when the next lot is from the same layer type but needs a different reticle. A layer change happens when the
next lot is from a different layer type than the previous lot. The reticle and layer changes are considered to
validate how well the current production control is captured in the dispatching heuristic of the simulation
model. Figure 7 compares the single real-world observation with the first 20 replications of the simulation
model. The mean and standard deviation of the reticle changes in the simulation model are respectively,
49.28% lower and 13.97% higher than the single real-world observation. For the layer changes this is
25.98% lower and 5.73% higher in the simulation model compared to the real-world. This indicates that
the simulation model groups the lots more by reticles and layer types than in the real world. Grouping the
lots by reticles and layers is preferred behavior of the heuristic and the simulated production control always
follows this heuristic precisely. In contrast, the real-world workflow of the operators can sometimes differ
slightly from this heuristic. Choosing a lot from the queue and loading it onto the machine is a manual
operation and different operators tend to work differently. For instance, operators do not always adhere
to this heuristic to ease their personal work flow. Operators sometimes pick another lot which is located
closer to them in the fab or a lot which does not require a setup on the machine. This explains the deviation
between the observed and simulated reticle and layer changes. However, the impact of this deviation on
certain performance measures such as throughput is relatively small.

3.3 Overall Equipment Efficiency (OEE)

Another way to measure throughput performance is with the SEMI standards (North American Metrics Com-
mittee 2000), which are international standards for the semiconductor industry. The throughput can be
analyzed with the performance efficiency, which is the multiplication of the operational efficiency and the
rate efficiency. The operational efficiency is the fraction of the production time divided by the equipment
uptime. If no idle time between jobs exist, except for machine downs, this value will be equal to 1. The rate
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Figure 7: Comparison of the throughput (left) and resulting queue length (right) of all replications of the
simulation model (dashed colored lines) with the real-world (solid blue line).

efficiency is the fraction of the fastest possible processing time of the jobs divided by the actual production
time. If all jobs are produced by the fastest machine, this value will be equal to 1. The normalized values
of these measures are depicted in Figure 8. It can be seen that the performance efficiency is accurate,
although the individual components of operational efficiency and rate efficiency slightly deviate.
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Figure 8: Comparison of the real-world value and the distribution from all the replications of the simulation
model in terms of the performance, operational and rate efficiency. Values are normalized to the real-world
value.

3.4 Lateness

Another important objective to optimize in the fab besides throughput, is the lateness. A lot which is in the
photolithography area yet-to-be-processed is referred to as a job (for the scheduling problem). Each job has
an operational due date which indicates when the job should be finished. In order to maximize the on-time
delivery performance in the wafer fab, it is essential to keep the wafers on track with their operational due
dates. Both earliness and tardiness, with respect to their operational due dates, are penalized. Since lateness
combines both earliness and tardiness, this is chosen as an objective. However, the absolute lateness does
not differentiate the objective of sequences of jobs which are all being early or all being tardy (the reader
is referred to Sun et al. (1999) for an elaborate explanation of this). We want to penalize jobs more if
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they are further away from the due date. Therefore, the cumulative squared lateness is chosen as objective,
which should be minimized by production control methods:

∑
j∈J

(C j −d j)
2 (3)

where, J is the set of jobs, C j is the completion time of job j and d j is operational due date of job j.
This objective is used to quantify the performance in terms of due dates of production control methods,
including novel methods in future work. Therefore, we analyze the accuracy of this performance measure.
The cumulative squared lateness together with the separate components of the cumulative squared earliness
and tardiness are shown in Figure 9. All values are normalized to the observed value of the real-world
sample. The results indicate that the simulation model performs slightly better on the total squared lateness
objective than the real world, which is mainly caused by the deviating earliness. This is most likely caused
by the fact that shop-floor operators do not always exactly follow the priorities as captured in the dispatching
heuristic.
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Figure 9: Comparison of the real-world value and the distribution from all the replications of the simulation
model in terms of the squared lateness, tardiness and earliness. Values are normalized to the real-world
value.

4 CONCLUSIONS AND FUTURE WORK

In this work, we presented a digital twin of the photolithography area which can be used to accurately
validate the potential benefit of new production control methods in a stochastic and dynamic environment.
The digital twin is a discrete-event simulation model based on real-world data and captures the arrival of
jobs, stochastic processing times, stochastic setup times, machine eligibilities and the stochastic machine
downs. A real-world case study at Nexperia is presented, but the potential application extends to many
other wafer fabs by using the production data and dispatching logic of the corresponding wafer fab.

The results show that the simulation model mimics the real-world production with reasonable accuracy,
although there are slight deviations in lateness and performance efficiency. However, the purpose of this
simulation model is a test bed to quantify potential benefits of new production control methods. This
analysis is done by using the new production control methods in the simulation model and compare it to
the current practice of dispatching in the same simulation model, rather than comparing it to the real-world
production. Thus, slight deviations will not influence the relative performance and it suffices to show that
the simulation model reasonably captures the stochastic and dynamic behaviour.

In future work, we will develop new production control solutions and validate the potential benefit of
these solutions in the proposed digital twin. Furthermore, it would be interesting to explore the possibility
of the application of this digital twin to other areas than photolithography, other wafer fabs and possibly
even other industries.
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