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ABSTRACT

Simulation studies are intricate processes and user support for conducting more consistent, systematic, and
efficient simulation studies is needed. Simulation experiments as one crucial part of a simulation study
can benefit from semi-automatic method selection, parameterization, and execution. However, this largely
depends on the context in which the experiment is conducted. Context information about a simulation
study can be provided in form of provenance that documents which artifacts contributed in developing a
simulation model. We present an approach that exploits provenance to support best practices for simulation
experiments. The approach relies on 1) explicitly specified provenance information, 2) an ontology of
methods, 3) best practices rules, and 4) integration with a previously developed experiment generation
pipeline. We demonstrate our approach by conducting a sensitivity analysis experiment within a cell
biological simulation study.

1 INTRODUCTION

Modeling and simulation has been established as a key tool in many sciences. As simulation studies are
inherently complex, there is naturally a need for guidance, which has been addressed by life cycles (Balci
2012; Sargent 2013) and workflows (Ruscheinski et al. 2019). However, there is still a growing demand for
support in more specific tasks of a simulation study, for example, in choosing the right agent-based model
type for a given problem (Gray et al. 2017), in composing various simulation models (Neal et al. 2018), or
in specifying simulation experiments in a compact way (Ewald and Uhrmacher 2014).

With regards to simulation experiments, a frequently asked question is which method to use (ten Broeke
et al. 2016). The automatic selection of methods in modeling and simulation has been investigated with
the goal of achieving more robust results or faster runtimes. E.g., in the case of steady state estimation,
algorithm portfolios have been used (Leye et al. 2014). The idea of algorithm portfolios was to apply a set
of algorithms to the same problem and to combine their results. How these results are combined is learned
in relating problem features and algorithm features via decision trees. In the case of selecting an efficient
simulation algorithm, different approaches exist. For instance, reinforcement learning could be successfully
applied, with wallclock time as reward (Helms et al. 2015).

However, for other experiment types such as optimization, finding the best performing method proved
difficult (Villaverde et al. 2018), due to the fact that properties of the response surface are typically “not
known a priori”. Another problem is that, with regards to the applicability of a method, there may not be
one best method but rather various alternatives. Modelers may not be aware of them or their differences.
Also, methods are often applied without considering the context. A recent review on sensitivity analysis
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(SA) found that approximately half of the conducted analyses were applied falsely (Saltelli et al. 2019).
This makes it difficult to learn from previous cases.

Therefore, support for SA (as well as other critical experiment types) should rely on thoroughly collected
knowledge based on theory instead of imitating previous applications and carefully consider the context of
the simulation study. Providing a knowledge base that can guide the decision-making process by eliminating
certain methods based on provided criteria, could help to bundle expertise and automate certain steps,
which eventually prevents fundamental methodological mistakes and gives some guidance, especially for
inexperienced users.

We present an approach for supporting best practices in simulation experiments that brings the following
components together: context about the simulation study given explicitly by provenance, an ontology
defining the general properties of the various analysis methods, rules describing the best practices (i.e.,
relating context knowledge with knowledge about methods), and a pipeline for automatic experiment
generation and execution. As running example we will use the best practices for SA formulated by (Saltelli
et al. 2019) to illustrate the steps of our approach. Thereafter, we demonstrate the suitability of our approach
for a cell biological simulation study, for which provenance has been identified in (Budde et al. 2021).

2 PROVENANCE

The provenance of a simulation model describes all activities and artifacts that contributed to its gener-
ation (Ruscheinski and Uhrmacher 2017). The artifacts for a simulation study comprise first of all the
simulation models SM and the simulation experiments SE, as well as the simulation data SD, i.e., the results
of a simulation experiment. The typical activities in a simulation study include building or refining the
simulation model BSM, calibrating simulation model CSM, validating simulation model VSM, and analyzing
simulation model ASM (Budde et al. 2021). In addition to the three main artifacts, the activities can take
into account further artifacts that concern the context of the simulation study. These artifacts include the
research questions RQ, requirements R, assumptions A, qualitative model QM, and various data for example
wet lab data WD used as input to the simulation model. These contextual artifacts together are also referred
to as the conceptual model (Wilsdorf et al. 2020).

Figure 1 shows a small provenance example depicted as a directed acyclic graph using the PROV-DM
notation (Belhajjame et al. 2013). Here, a simulation model was built based on a qualitative model and
an assumption. Subsequently, a validation activity took the simulation model and data and produced a
simulation experiment as well as simulation data.

Provenance is crucial for effectively supporting simulation studies (Wilsdorf et al. 2020). It provides
valuable information for validating and calibrating the model as well as interpreting the results or selecting
and parametrizing appropriate analysis methods.

BSM1 VSM1RQ

QM A1

SM1

R1

SE1

SD1

Entity

Activity

Activity uses entity

Activity produces entity

Figure 1: Example of a provenance with a building simulation model activity (BSM) and a validating
simulation model activity (VSM). Activities are denoted by rectangles, and artifacts are denoted by ellipses.

3 SUPPORTING BEST PRACTICES

We present an approach for automatically supporting best practices for simulation experiments. The
architecture is depicted in Figure 2. The approach consists of 1) an explicit representation of provenance,
2) an ontology attributing properties to methods of a specific experiment type, 3) best practices for an
experiment type (i.e., rules relating provenance with general methodological knowledge of the ontology),
and 4) automatic experiment generation based on experiment schemas.
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We assume that we know which experiment type (e.g., SA, simulation-based optimization, or statistical
model checking) the user wants to carry out next. This information can be obtained, e.g., by combining our
approach with a declarative artifact-based workflow for simulation studies. When the user creates a new
experimentation activity with an empty experiment (e.g., of type SA) our automatic support is initiated. In
the first step of the approach, we check whether the selected experiment type is appropriate given the current
state of the simulation study, and possibly other simulation experiments are suggested. In the second step, a
set of suitable methods for the experiment type is selected. These are then automatically parametrized in
the third step using an experiment schema. Schemas have been defined for the different experiment types
to structure their ingredients, see (Wilsdorf et al. 2019). Next, the user can manually narrow down the
selection and adapt the parametrization of the methods. Finally, executable code is generated and run for a
target backend. This fills the new experiment and data entities and creates the necessary relationships in the
provenance graph.

In this section, we will describe the steps and their ingredients further. As a running example (as well
as later in the case study) we will use the best practices for SA presented in (Saltelli et al. 2019). In
their paper, Saltelli et al. reviewed a number of studies that applied SA in various fields of science and
engineering. They found that many SAs are false, and therefore formulated six best practices to prevent the
most frequent mistakes. For each best practice, we will discuss how the knowledge provided by provenance
and ontologies can be exploited.

Generate & 
Execute 

Experiment

Check 
Experiment 

Type

Select 
Methods

Parametrize 
Methods

Adapt 
Selection & 

Parametrization

UserMethod 
Ontology

Experiment 
Schema

Provenance of the 
Simulation Study

Use Knowledge
Update Provenance

Figure 2: Approach for supporting best practices for automatically selecting, parametrizing, generating and
executing simulation experiments.

3.1 Checking the Choice of Experiment Type

The first step is deciding whether it makes sense to conduct an experiment of the given type at the current
point in the simulation study. Based on context knowledge, other experiment types may be suggested. The
experiment type chosen by the user may be rejected, e.g., if already similar experiments have been done and
the model has not significantly changed since. Moreover, some other experiment types may be considered a
prerequisite for running the chosen analysis. For SA, Saltelli provides the following best practices:

Best practice #1 (combination of UQ and SA): “With some exceptions, it is advisable to perform
both uncertainty and sensitivity analysis. Once an analyst has performed an uncertainty analysis and is
informed of the robustness of the inference, it would appear natural to ascertain where volatility/uncertainty
is coming from. At the other extreme, a sensitivity analysis without uncertainty analysis is usually illogical
[...]. However, there are cases – for instance, studies to identify the dominant effects on the output for a
subsequent model reduction or calibration analysis – where the analyst may be satisfied with a pure SA.”
Exploiting the knowledge: The relationship between uncertainty quantification (UQ) and SA is described.
UQ allows assessing of the uncertainty associated with the model response as a result of uncertainties in the
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model input, whereas SA studies how the variation in the model output can be apportioned to the different
sources of variation. To decide whether a UQ needs to precede the SA, we need to extract information
about the role of the current activity since SA can serve different purposes such as analysis, calibration, or
validation. If the current activity is an analyzing simulation model activity (ASM), a UQ experiment is seen
as a precondition. Therefore, if no simulation experiment has been previously conducted with the model
(i.e., no SE with type UQ exists in the provenance graph), a UQ experiment needs to be conducted first.
Otherwise, if the role of the current activity is CSM or VSM, then the SA experiment can be conducted
without a UQ.

Best practice #2 (validate and verify the model): “Even an apparently perfect uncertainty and
sensitivity analysis is no assurance against error. As noted by (Pilkey and Pilkey-Jarvis, 2009) ‘It is
important to recognize that the sensitivity of the parameter in the equation is what is being determined,
not the sensitivity of the parameter in nature. [. . . ] If the model is wrong or if it is a poor representation
of reality, determining the sensitivity of an individual parameter in the model is a meaningless pursuit.’ ”
Exploiting the knowledge: This best practice states that a SA is only as good as the model itself. Therefore,
SA should never be the only experiment conducted with a model. Instead, it should be accompanied by
experiments that can ascertain validity. A model can be considered validated if all behavioral requirements
(R) and all wet lab data (WD) with role validation have been checked successfully. I.e., for each of the
relevant requirement and data artifacts, there needs to exist a validation activity VSM that used the artifact
and produced a corresponding simulation experiment (SE) with simulation data (SD) and their status
is “validation successful”. Otherwise, if unchecked requirements or unused validation data are found,
further validation experiments are required. Therefore, the system suggests running also these validation
experiments. E.g., statistical model checking is a common experiment type for testing the formally specified
behavioral requirements of a stochastic model. However, these experiments are only recommendations and
they do not have to precede the SA.

3.2 Selecting the Suitable Methods

In the previous step, the applicability of the experiment type was checked and other crucial experiment
types might have been suggested. Now, for the current experiment type, a set of suitable methods needs to
be selected. Therefore, in addition to the context knowledge, we require knowledge that characterizes the
various possible methods. We use ontologies to assign properties to methods, e.g., which types of models
they can or cannot handle, how computationally expensive they are, or which kinds of measures can be
calculated (e.g., first-order, second-order sensitivity indices). Figure 3 shows an excerpt of an ontology we
developed specifically for SA methods. It is written in the Manchester OWL syntax (Horridge et al. 2006)
and describes the properties of the Elementary Effects method, also known as the Morris method. Given an
ontology, a list of suitable methods can be extracted by building the right description logic (DL) query. We
use the following two best practices to give examples of such queries.

Best practice #3 (global vs local methods): “Both uncertainty and sensitivity analysis should be
based on a global exploration of the space of input factors, be it using an experimental design, Monte Carlo
or other ad-hoc designs. [...] local/OAT methods do not adequately represent models with nonlinearities.”
Exploiting the knowledge: This best practice promotes the use of global SA methods over local SA
methods, especially for nonlinear models. Therefore, first the provenance graph needs to be searched for an
assumption artifact (A) that refers to the response of the model. Based on the assumption found, a DL
query is built to extract the suitable methods. In the case where the model response is assumed nonlinear
or no such information is found, only global SA methods are selected from the ontology: SAMethod
and GlobalMethod. If the model is assumed to exhibit linear behavior, also local one-at-a-time (OAT)
methods are selected: SAMethod and (GlobalMethod or LocalMethod).

Best practice #4 (use versatile methods): “When sensitivity analysis is performed, it should allow the
relative importance of input factors and combinations of factors, to be assessed, either visually (scatterplots)
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or quantitatively (regression coefficients, sensitivity measures or other).”
Exploiting the knowledge: In contrast to the previous best practices, this one does not depend on the
context information provided by provenance. Which methods allow calculating which measures and therefore
allow which kinds of conclusions is contained in the ontology. Again, a DL query is developed. This time
it filters all methods that can be used for factor ranking and can calculate the interaction effects between
parameters: has Purpose some Ranking and hasSpecialty Interactions.

1 Class: Morris
2 SubClassOf:
3 SAMethod
4 GlobalMethod
5 hasComplexity some LowComplexity
6 hasPurpose some Ranking
7 failsWith some NonSmoothModelResponse
8 ...
9 DisjointWith:

10 FAST, Sobol, SRCs, ...

Figure 3: Specification of the class “Morris” of the SA method ontology.

3.3 Parametrizing the Methods

To provide as much support as possible, we also aim to automatically parametrize the selected methods. In
previous work, we have introduced experiment schemas (Wilsdorf et al. 2019) as a means to define the
required and optional inputs of various types of simulation experiments and methods, including SA and
statistical model checking. We try to at least partially fill these schemas with provenance information. The
following best practices emphasize the importance of carefully choosing the interesting input and output
variables for the analysis.

Best practice #5 (choice of output variable): “Sensitivity and uncertainty analysis should be focused
on a question. Most models have many outputs, and these outputs can be used to answer a range of different
questions. The relationship (sensitivity) between the input factors and each different model output can be
very different. For this reason, it is essential to focus the sensitivity analysis on the question addressed by
the model rather than more generally on the model.”
Exploiting the knowledge: Provenance can be used to find a suitable target for the SA. The qualitative
model (QM) is an artifact that makes explicit the model components as well as the model inputs and outputs.
We therefore will use the qualitative model as the primary source for setting the analysis target. If the QM
contains more than one output variable, an SA should be created for each of them.

Best practice #6 (choice of factors): “[...] modellers should be frank about how they arrived at the
supposed uncertainties (Saltelli et al., 2013). This should be kept in mind and efforts made to capture the
uncertainty of input assumptions as accurately as possible.”
Exploiting the knowledge: This best practice emphasizes the importance of making the uncertainties
of a model explicit. I.e., when factors are associated with some uncertainty, they become an assumption.
Therefore, assumption artifacts can be exploited in selecting the relevant input factors for the SA. Especially
for large models, it can be useful to center the analysis around the most uncertain factors. Concatenated
with best practice #1 (combination of UQ and SA) this yields a kind of “workflow”: First UQ (e.g., via
approximate Bayesian computation) is applied for estimating the posterior distributions of the parameters,
and subsequently, the distributions are used as input for a global SA (Eriksson et al. 2018). In the case where
no assumptions on parameters have been specified, either all model parameters could be used (typically
provided as a table inside the qualitative model), or further best practice rules could be applied (whose
definition is beyond the scope of this paper).
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3.4 Adapting, Generating and Executing the Experiments

If the selected SA methods could be parametrized completely, the following steps (code generation and
execution) can be carried out fully automatically. This is achieved by passing the method and its parameters
into an existing pipeline for experiment generation which was introduced by (Ruscheinski et al. 2018) and
extended by (Wilsdorf et al. 2019).

However, further input from the user may be required, or some of the extracted information needs
to be adapted (semi-automatic step). This may be due to insufficient information if the modeler has not
regularly updated the conceptual model. On the other hand, some decisions are highly domain- or even
model-specific, which is currently not covered by our exemplary best practice rules. To later benefit from
the added or adapted information, all changes such as modified parameter ranges are stored again in the
respective artifacts. Finally, if multiple SA methods or output variables were selected, the user might want
to further reduce the selection, e.g., due to runtime constraints.

4 IMPLEMENTATION

We developed our SA ontology using Protegée (Musen 2015). We based it on the categorizations obtained
from two review papers (Pianosi et al. 2016; Borgonovo and Plischke 2016). For the concrete methods, we
pre-selected a few methods that we found readily available in popular SA packages (Herman and Usher
2017; Iooss et al. 2019). Our ontology therefore currently focuses on the following methods: a simple
two-level full factorial analysis as a representative of local SA, and the following global methods: the
Elementary Effects method by Morris, Delta, Sobol, RBD-FAST, FAST, SRC, and PRCC. Note that this
list is not complete and that the ontology could be extended with many more methods. The ontology (OWL
file) is imported and queried using the OWLApi (Horridge and Bechhofer 2011). We evaluate the DL
queries using the Hermit reasoner (Glimm et al. 2014). The provenance artifacts are stored in a Neo4j
graph database (Miller 2013). The rules are implemented in Java 1.8. For the future, we plan using a rule
language to enable users without Java-programming skills to extend the rule set. The experiment generation
steps based on schemas and the used technologies have been described in a previous publication (Wilsdorf
et al. 2019). We have bindings to three different backends for SA: the Python library SALib (Herman
and Usher 2017), the R library sensitivity (Iooss et al. 2019), and SESSL (Ewald and Uhrmacher 2014),
each of which implements a subset of the mentioned methods. User inputs are requested via GUIs. The
source code for our approach and the case study are available at https://git.informatik.uni-rostock.de/mosi/
exp-generation/-/tree/master/src/main/java/org/mosi/grease/caseStudies/WSC2021.

5 CASE STUDY: Wnt/β-Catenin Simulation Study

We continue with the best practice rules by (Saltelli et al. 2019) and our ontology of SA methods
based on (Pianosi et al. 2016; Borgonovo and Plischke 2016), and now aim to support a real simulation
study by applying these rules. As an example, we use a simulation study of the Wnt/β-catenin signaling
pathway (Haack et al. 2015), which is a central pathway that regulates proliferation as well as differentiation
of cells. Deregulated forms of this pathway are involved in a number of human cancers and developmental
disorders. In this simulation study, membrane-related processes are in the focus to study the effect of lipid
rafts on the Wnt signaling mechanism. The model is implemented in the rule-based modeling language
ML-Rules (Maus et al. 2011), and simulation runs are carried out using SESSL (Ewald and Uhrmacher
2014). Figure 4 depicts the model with its two submodels and 24 reactions.

The provenance of the simulation study has been recorded by (Budde et al. 2021). It is a compact
representation where many smaller steps have been aggregated in order to reveal the essential activities
regarding model building, model calibration, and model validation. In Figure 5 we show a snapshot of
the provenance graph. For the purpose of this case study, we enriched the provenance information with
further artifacts (highlighted). So far, a conceptual model with a research objective, five assumptions, a
qualitative model, and various wet-lab data has been established. Based on this information a simulation

https://git.informatik.uni-rostock.de/mosi/exp-generation/-/tree/master/src/main/java/org/mosi/grease/caseStudies/WSC2021
https://git.informatik.uni-rostock.de/mosi/exp-generation/-/tree/master/src/main/java/org/mosi/grease/caseStudies/WSC2021
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Figure 4: Sketch of the Wnt model illustrating the submodels, entities, and reactions.

model SM1 was developed. The model was calibrated in the activity CSM1 via two simulation experiments
and wet-lab data WD2, which produced the calibrated model SM2. The updated model was used in two
validation activities (VSM1 and VSM2) which involved a number of simulation experiments and wet-lab
data. The activity ASM1 denotes the new analyzing simulation model activity that we want to fill with a
concrete SA experiment SE7 (and corresponding simulation data SD7). In the following, we will walk
through the steps of our approach, and demonstrate how the provenance information of the Wnt model is
central in making decisions about the SA experiment.

In the first step, the rules regarding the applicability of the experiment type “sensitivity analysis” are
checked. Since the new activity is of type ASM, our approach checks whether a UQ has already been
conducted. An experiment of type UQ is discovered, denoted by SE1’. As the UQ was conducted in a
Master thesis (Sandmeir 2018), it was not part of the original study, and therefore introduced by us as an
additional entity for this case study. The UQ focused on the parameters that were introduced by the model
extension and fitted based on wet-lab data. All other parameters of the model were obtained from previous
model versions as well as from literature and were thus considered established. The experiment results
provided a posteriori distributions for six (kLWntBind, kLWntUnbind, kLphos, kLdephos, kLAxinBind,
kLAxinUnbind) of the 18 model parameters. The obtained distributions, as well as upper and lower bounds,
were recorded as additional assumptions in the provenance (A6-10) to make the uncertainties of the model
explicit. Overall, the uncertainty was still relatively high for the six fitted parameters. One reason for the
high uncertainty is the lack of experimental data and the variability of the experimental approach that was
available for the parameter fitting. Another reason might be the robustness of the model, i.e., variations in
the parameters chosen for the UQ may not significantly affect the model outcome.

The second rule regarding the choice of experiment type checks whether the model is already validated.
In the provenance graph, we see that all wet-lab data have been used either for calibration or validation. By
looking closer at the simulation data artifacts, we find that all validation experiments were indeed successful.
As the simulation study contains no requirement artifacts, no further validation experiments are needed.

Since the precondition for a SA as analysis activity is fulfilled, we continue with the second step. Here,
the rules regarding the analysis methods are evaluated. First, it is checked whether there is an assumption
regarding the linearity of the model. No such assumption was specified by the modeler, as the Wnt model
contains a negative feedback loop. Consequently, only global SA methods are selected.
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Figure 5: Provenance graph of the Wnt/β-catenin simulation study by (Haack et al. 2015). The Figure was
taken from (Budde et al. 2021) and modified for the purpose of this paper.

Furthermore, according to the next rule (best practice #4), only methods that can determine interaction
effects, and allow factor ranking shall be selected. Based on the evaluation of these rules, a query is
generated to extract all suitable methods from the ontology of SA methods. Figure 6 shows the generated
DL query and the query result.

1 Query: GlobalMethod and hasPurpose some Ranking and
2 hasSpecialty some Interactions
3 Result: FAST, Morris, Sobol

Figure 6: DL query for finding all suitable SA methods for the current simulation model.

In the third step, the rules regarding the parametrization of the selected methods are evaluated. For the
Wnt simulation model, the qualitative model tells us that the observed model quantity is the amount of
β-catenin accumulated inside the cell nucleus Cell/Nuc/Bcat.

For the parametrization of the global SA methods, the parameter names, ranges as well as distributions are
required. Due to the existing assumptions (A6-10) on the reaction rate constants kLWntBind, kLWntUnbind,
kLphos, kLdephos, kLAxinBind, and kLAxinUnbind, these parameters are considered relevant for a SA
according to best practice rule #6, and their information is extracted from the assumption artifacts. As we
do not focus on runtime performance here, for the sample sizes we automatically set default values of
the used tools. Future work could aim at including rules about the performance which is an often studied
question for different types of models (see, e.g., (Nguyen and Reiter 2015)).

For this case study, the user however manually reduces the runtime to 500 samples as the model is
computationally expensive. However, the selected inputs and outputs are not adapted further, and the choice
of three SA methods (FAST, Morris, Sobol) is kept since the user is interested in comparing different
sensitivity indices. Finally, from the collected information executable experiment code is generated by using
the pipeline of (Wilsdorf et al. 2019), and the experiments are executed. Figure 7 shows the generated
Python code for the Sobol method. The function run wnt model starts simulation runs with SESSL for
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the configuration samples created in X. This last step of our pipeline automatically fills the new entities SE7
and SD7 in the provenance graph, and also establishes a link between the assumptions A6-10 and ASM1
to make explicit which assumptions went into the analysis and where they came from. The completed
provenance activity is shown in Figure 8.

1 from SALib.sample import saltelli
2 from SALib.analyze import sobol
3
4 problem = {
5 ’num_vars’: 6,
6 ’names’: [’kLWntBind’, ’kLWntUnbind’, ’kLphos’, ’kLdephos’, ’kLAxinBind’,
7 ’kLAxinUnbind’],
8 ’bounds’: [
9 [50, 180], [0.05, 0.5], [0.075, 0.9], [1.5E-2, 9.5E-2], [2, 8], [1E-4, 5E-3]]

10 }
11 X = saltelli.sample(problem, 500, calc_second_order=True)
12 Y = run_wnt_model(X, problem)
13 S = sobol.analyze(problem, Y, calc_second_order=True)

Figure 7: Generated code for applying the Sobol method to the Wnt model.

Figure 9 shows the sensitivity indices obtained by the different methods. The first-order and µ∗ indices
provide a measure of sensitivity when each model parameter is tested individually, whereas the total-order
and σ indices provide a measure for the interaction effects between the parameters. Our results show that
neither method could identify a clear primary cause for changes in the model output, with all individual
effects near zero. Only when changing combinations of multiple parameters, effects are observed. This
result is in line with the previous UQ as both experiments indicate high robustness of the model with
respect to the tested parameters. Indeed, there are other parameters that have a much stronger impact on
the model outcome, as shown in another SA experiment with a different set of parameters, given in the
accompanying Git repository.

6 RELATED WORK

Our work builds on surveys about SA which provide guidelines to the reader as to when to apply which
methods (Pianosi et al. 2016; Borgonovo and Plischke 2016). This information we used to develop an
ontology about SA, as we needed the information to be accessible and queryable by our approach. The
definition of ontologies is not new in the area of modeling and simulation, e.g., for categorizing different
approaches of discrete-event simulation (Silver et al. 2011).

Another central ingredient of our approach are accessible and well-structured experiment descriptions.
Templates or schemas can be used to generate executable simulation experiments of various types (Ruscheinski
et al. 2018) for different targets (Wilsdorf et al. 2019). The importance of having explicit specifications of
experiments to facilitate reproducibility and reuse is reflected by the number of developments over the last
decade: developing standardized formats (Waltemath et al. 2011), domain-specific languages (Ewald and
Uhrmacher 2014), or model-based approaches for specifying simulation experiments (Teran-Somohano
et al. 2015).

ASM1A6-10

SM2

SE7

SD7

Entity

Activity

Activity uses entity

Activity produces entity

Figure 8: Automatically completed activity. Compare with provenance graph of Figure 5.
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Figure 9: First- and total-order sensitivity indices obtained by the FAST and Sobol method, and mean
elementary effects (µ∗) and their standard deviations (σ ) obtained by the Morris method. Error bars are
given if confidence intervals are computed by the SALib implementations.

Our approach takes context information about the simulation study into account. Several previous works
focus on reusing explicit behavioral requirements. E.g., requirements defined as temporal logic formulas
have been used to automatically generate and execute statistical model checking experiments (Ruscheinski
et al. 2019). Also, hypotheses can automatically be tested (Lorig 2019; Yilmaz et al. 2016). Furthermore,
statistical model checking experiments with explicit behavioral properties have been reused automatically
for extended or composed models (Peng et al. 2017).

Provenance information has been used before to reveal the relations between various simulation models to
support their interpretation or to develop new, refined models (Budde et al. 2021). Furthermore, provenance
about executed simulation experiments can reduce the effort of computing platforms by avoiding duplicate
simulations (Ma et al. 2019). These are only a few possibilities to exploit provenance for conducting
simulation studies (Suh and Lee 2018). Rather recent is its use to support in combination with other
knowledge sources to automatically generate simulation experiments (Wilsdorf et al. 2020).

7 CONCLUSIONS AND FUTURE WORK

Supporting users by considering context information as well as methodological knowledge is crucial for
conducting more consistent, systematic, and efficient simulation studies. Therefore, we exploited provenance
and an ontology of methods for supporting best practices for simulation experiments, to automatically
generate and execute simulation experiments. As a case study, we used best practices for SA which referred
to the applicability of the experiment type, the choice of SA methods, and their parametrization. We
demonstrated the approach using a simulation study from cell biology and showed that UQ and SA could
effectively be combined, and executable SA experiments could be automatically generated.

As next steps, we will complement the knowledge about SA collected so far, e.g., using further literature
reviews or expert interviews. Moreover, we want to extend our work by best practice rules for other
experiment types such as optimization, statistical model checking, etc. There, different implications might
exist between the provenance knowledge and the choice of analysis, and thus different rules have to be
defined. Furthermore, our approach for supporting best practices with provenance and ontologies can be
expanded from simulation experiments to other steps in the modeling and simulation life cycle.
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