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ABSTRACT 

A community based fraud detection is one of the methods to ensure trustworthiness of Internet resources. 
The TrustSearch platform has been developed to provide community based fraud detection services. It 
allows Internet user to submit application reporting potential fraudulent Internet resources and relies on a 
consensus seeking algorithm to approve or reject the application. The system exhibits complex and 
dynamic behavior, and simulation is used to evaluate its performance and to determine appropriate 
operational parameters. The objective is to find an appropriate trade-off between evaluation accuracy and 
efficiency what is a characteristic challenge in distributed decision-making systems. An agent-oriented 
simulation model is developed and experimental studies are conducted. It has been shown that sufficiently 
high evaluation accuracy can be achieved and the results are remarkably robust. However, a relatively 
large number of participants is required. The community based platform uses blockchain technologies to 
reward participants for their contributions. 

1 INTRODUCTION 

The Internet and World Wide Web are inherently distributed systems. Unfortunately, fraudulent resources 
are published and distributed over the Internet. Community and crowdsourcing based fraud detection 
(Sauerwein et al. 2015) is one of the methods employed to detect such resources. It involves Internet users 
to discover and report potentially fraudulent web resources, and an agreement should be reach among the 
users about true nature of the reported fraud cases. This kind of approach is characterized by complex 
internal dynamics leading to emergent collective behavior. Simulation is a suitable technique for 
analyzing this behavior (Bernon et al. 2007). 
 This paper focuses on simulation based evaluation of a fraud detection algorithm implemented in the 
community based fraud detection platform TheTrustSearch.com (formerly CryptoPolice.com). Internet 
users submit applications reporting potential fraudulent resources in the platform. These applications are 
evaluated by a community of experts who have enlisted with the platform. The evaluation is performed in 
three stages to ensure trustworthiness of fraud identification done following a consensus building 
algorithm (CryptoPolice 2018). The experts are rewarded for participation in the evaluation using tokens 
handled by blockchain and smart contracts based technologies. The platform aims to balance decision-
making accuracy and efficiency. Viability and health of the expert community is also to be maintained. 
Simulation is used to determine appropriate values of parameters of the decision-making algorithm and to 
analyze behavior of the fraud detection solution. 
 The objective of the paper is to develop a simulation model of the community based fraud detection 
algorithm and to conduct experimental studies to tune the parameters of this algorithm. An agent-based 
approach is used to build the simulation model. The main parameters characterizing decision-making 
circumstances are agents’ performance in terms of decision-making accuracy and response time. The 
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main control variable is the number of agents involved in decision-making at different evaluation levels. 
The algorithm’s performance is measured in terms of accuracy, time to reach the decision and total 
number of agents involved in evaluation. 
 The rest of the paper is organized as follows. Section 2 briefly reviews research on community based 
fraud detection and described the decision-making algorithm used by the TrustSearch platform. The 
simulation model is elaborated in Section 3. The experimental studies to determine operational parameters 
of the algorithm are reported in Section 4. Section 5 concludes. 

2 BACKGROUND 

This section discusses general aspects of decentralized fraud detection, defines main requirements 
towards the fraud detection algorithm and describes the TrustSearch algorithm. 

2.1 Fraud detection problem 

The cornerstone of centralized fraud detection is an entity authorized to monitor and identify fraudulent 
operations. In the case of decentralized fraud detection, there is no such authorized entity and other 
mechanisms for fraud detection and building trust are necessary. Decentralized fraud-detection can be 
performed by a loose or organized community of experts. Sauerwein et al. (2015) review research work 
on crowdsourcing based information security. They identify that trust issues, long evaluation time frame, 
proper incentives, user requirements and quality of inputs are among the main concerns.  Identification of 
phishing web sites is one of the areas where distributed decision-making is used frequently. Moore and 
Clayton (2007) analyze one of the most popular community based services PhishTank. They show that 
submission verification takes 48 hours on average. The decisions made are mostly correct though not 
comprehensive. Characteristics of participants strongly affect decision-making results.  It has been shown 
that introduction of multi-stage evaluation helps to improves fraud detection accuracy (Li et al. 2017). 
The incentives play a major role in maintaining a viable community (Chia 2011) and blockchains have 
emerged as a suitable solution to provide these incentives (Cai and Zhu 2016).  
 The community based fraud identification systems are complex systems and simulation is an 
appropriate technique for specifying requirements towards these systems (Aiello et al. 2017). Simulation 
has been applied to study security related concerns as well. Lopez-Rojas et al. (2017) simulate 
introduction of fraud controls in financial transactions. An agent-based simulation approach is applied. 
Legato and Mazza (2017) study composition of cybersecurity teams by simulation based optimization. It 
is shown that team formation dynamics has a major impact on ensuring security. Recently, simulation has 
been applied for evaluation of security concerns in distributed systems (Lee and Wei 2016; Panagopoulos 
et al. 2017) though there are few works on its application in analysis of community based fraud 
identification.  
 The distributed and decentralized systems do not have the same level of trust as many systems having 
the centralized authority. The evaluation should be highly accurate on persistent basis because any 
extraordinary situation could lead to significant reduction of trustworthiness of the decentralized system. 
Fraud may propagate over the Internet quickly and any fraud detection service should be able to detect it 
as soon as possible and preferably before any adverse consequences. Finally, the decentralized system 
relies on participation of a loose group of experts and a viable community should have the right number 
of experts to balance accuracy and efficiency. To summarize, the three crucial requirements towards the 
decentralized fraud identification systems are: 

 
• Evaluations should be accurate; 
• Evaluation results should be obtained as fast as possible; 
• The optimal number of experts should be involved. 
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2.2 Decision-making algorithm 

The algorithm (CryptoPolice 2018) is developed by a company providing a decentralized fraud detection 
service. It is designed having in mind the requirements identified in the previous sub-section. The 
company has developed the whole distributed and decentralized fraud detection ecosystem, which 
includes the algorithm, development of fraud detection expert community, digital currency based rewards 
system and tools. This paper focuses solely on the decision-making algorithm and tuning of its parameters 
using simulation.   
 The purpose of the algorithm is to evaluate cases of fraudulent Internet resources reported by Internet 
users. The evaluation result is a judgment on fraudulent nature of the resources. The results are stored in a 
data base listing these fraudulent resources. The evaluation (Figure 1) starts with an application submitted 
by any Internet user. The application describes a fraudulent resource. The fraud identification platform 
has enlisted a number of experts called officers. The officers are responsible for evaluation of the 
applications and are divided in three decision-making levels referred as to L1, L2, and L3.  
 The officers are drawn from an open pool of internet users. Anyone can apply to become an officer. 
The applicants have to fill out an application form used for initial screening, undergo online training and 
to provide security deposit. That allows to improve decision-making quality and to reduce fraudulent 
applications. At the same time a blockchain based solution is used to reward the officers for their effort. 
Once the application has been received it is allocated to a number of the L1 level officers. These officers 
issue a verdict on accepting or rejecting the application (accepting means that the officer considers that 
the case reported in the application is indeed fraudulent). Every verdict created is allocated to a number of  
L2 level officers who either accept or reject the verdict. If the L2 level officers decide to reject the verdict 
then a new verdict (the opposite to the L1 level) is created and added for evaluation to other L2 level 
officers. The decisions made at the L2 level are passed over to the L3 or final approval level. Officers at 
the L3 level pick up the evaluated verdicts and vote for their approval. The whole process is stopped as 
soon as one of the verdict evaluations receives a pre-specified amount of votes. That is represented as an 
interrupting event in the process diagram drawn using the BPMN notation. It is important to note that the 
evaluation process is dynamic and every verdict evaluation has its own evaluation thread. The next 
evaluation step in the thread is started as soon as the previous step has been completed (i.e., one verdict 
can still be at the L1 level, while another is already gathering approvals at the L2 level). Variations in 
decision-making timing are caused by different response rates among the officers. 

 
Figure 1: The community based fraud detection algorithm. 
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 The evaluation accuracy is achieved by involving many officers and cross-checking of decisions at 
different levels of identification. However, many officers are necessary to maintain a viable fraud 
detection ecosystem. Appropriate incentives should be provided to the officers. Therefore, it is important 
to optimize the number of officers. The optimization seeks for a trade-off between accuracy and expenses 
due to involving many officers. The algorithm does not employ traditional majority voting because time 
to reach the final decision might be too long (additionally, more and more officers are involved if the 
process is longer). Rather than that competition among the verdicts is employed to gather approvals as 
fast as possible. A simulation model is developed to deal with the aforementioned issues and to tune 
parameters of the algorithm. 

3 SIMULATION MODEL 
The decision-making problem focuses on interactions among multiple parties. Therefore, an agent based 
simulation approach is chosen (MacAl and North 2010).  The simulation model is developed using a 
general purpose programming language. Three pools of agents representing officers at different level of 
decision-making are created (Figure 2). The agents are characterized by their ability to make a correct 
judgment. Their level of experience and inclination towards malicious intent also could be modeled. It is 
assumed that all officers perform their activities independently. The decision-time is tracked. 

 
Figure 2: Interactions among agents in the simulation model.  

 At the beginning of the simulation, agents representing officers at all three levels are created and their 
attribute values are initialized. The number of required approvals by L3 officers S is also set. The 
simulation process is as follows: 

 
1. An application is generated. It is either correct with probability P or false with probability 1- P. 
2.  officers are randomly drawn from the pool of L1 officers. 
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a. The probability that the verdict accepts a correct application is  (accordingly  is 
the probability of rejecting a correct application) and the probability that the verdict 
accepts a wrong application is . 

b. It takes time  to issue the ith verdict  is the average time to issue the 
verdict  and  is the standard deviation. The lognormal distribution is used to represent 
the fact that most of the officers take up and complete the task quickly and there is a 
small number of officers taking long time to issue the verdict. 

4. Every verdict is evaluated by officers randomly drawn from the pool of L2 officers. 
5. The evaluation result  (index i refers to the verdict and index j refers to the L2 officer 

performing the evaluation) is generated according to conditional probabilities  defined in the 
experimental design. 

a. It takes time  to complete the verdict evaluation.    is the 
average verdict evaluation time and  is the standard deviation. 

b.  The number of approvals for  is set . 

6. The verdict evaluations  are passed over to L3 officers. The probability that an L3 officer 
makes a decision at a given time period is  and the probability that the decision is to approve 
the verdict is . 

a. If verdict is approved then . 
7. The process (Step 3 to Step 6) is stopped as soon as there is a verdict evaluation  (i* refers to 

the verdict and  j* refers to the L2 officer performing the evaluation first to receive the required 
number of L3 level approvals), which has received S approvals at the L3 level (i.e., ). 

8. The decision-making time is evaluated , where  is the time period between  
entering the L3 level evaluation and receiving S approvals.  

9. The process is replicated R times starting with Step 1. 
 
 The simulation model is used to evaluate decision making accuracy and time depending on process 
parameters. 

4 EXPERIMENTAL STUDIES 

The objective of the experimental studies is to fine-tune the proposed fraud detection algorithm to balance 
trustworthiness and efficiency of the crowdsourced decision-making. The two main performance 
measures are: 
 

1. Accuracy of fraud identification – what is the ratio of correctly evaluated applications to all 
applications? An application evaluation is correct if officers approve a valid application or reject 
a false application; 

2. Evaluation time – how long does it take to evaluate an application what is measured in a number 
of time periods? 

 
 The main control variable is the number of officers involved in the evaluations. Thus, the research 
question is what is an appropriate number of officers involved in fraud detection? 
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4.1 Experimental Design 

The fraud detection platform is in early testing stages and currently there are no statistical data 
accumulated. Therefore, parameters of the algorithm and attributes of officers are selected from a range of 
plausible values as suggested by experts (Table 1). It is assumed that 80% of all applications are correct 
what is in line with similar investigations on crowdsourced fraud detection.  The probability to accept a 
correct application by L1 officers  is has low value 0.6 and high value 0.9 and the probability to accept 
a wrong application by L1 officers  is varied from 0.4 to 0.1. The probability of decisions made by L2 
officers is conditional on evaluation done by the L1 officers. It is reasoned that identification of errors 
made by the L1 officers is more challenging than simply confirming their results, especially, if the initial 
application is wrong. Thus,  or the probability to maintain (approve) the reject verdict for a wrong 
application is smaller than the probability to approve the accept verdict for a correct application.  
 If Table 1 lists only one value, a parameter is kept constant for all experiments. A full factorial design 
is created by combining low and high value of all parameters having the levels specified. As the result, 
256 experimental treatments are considered. Two hundred replications were performed for every 
treatment. A few additional experiments are also conducted using extreme value of parameters for stress 
testing purposes.  

Table 1: Experimental value of the fraud detection algorithm. 

Parameter Value  Definition 
N1 5;20 Number of officers involved in evaluation at the L1 level 
N2 5;20 Number of officers involved in evaluation at the L2 level 
P 0.8 Probability of application being correct 

 0.6; 0.9 Probability that the verdict approves the correct application  
 0.4;0.1 Probability that the verdict approves the wrong application 
 0.7;0.9 Probability that L2 level officer approves the accept verdict for the 

correct application (correct decision) 
 0.1;0.2 Probability that L2 level officer declines the accept verdict for the 

correct application (wrong decision) 
 0.1;0.3 Probability that L2 level officer declines the reject verdict for 

wrong the application (wrong decision) 
 0.5;0.7 Probability that L2 level officer approves the reject verdict for the 

wrong application (correct decision) 
 0.02 Probability to make a decision by L3 level officer in any given 

time period 
 0.95 Probability of L3 level officer confirming the correct L2 decision 

  Time to issue a verdict time at L1 

  Time to issue a verdict evaluation at L2 
S 6 Number of approvals required at the L3 level 

  
 The simulation model is implemented using a general purpose programming language Python. 
Separate threads are used to represent each evaluation chain staring from the application to the approval. 
The simulation was performed on a quad-core personal computer with 3.6 GHz CPU and 8 GB RAM. In 
the case N1=5 and N2=5, the execution time of a single experimental treatment was about 105 seconds. In 
the case N1=20 and N2=20, the execution time of a single experimental treatment was about 522 seconds 
and the memory usage was 300 MB.   
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4.2 Results 

The first set of experimental results focuses on selection of appropriate number of officers at levels L1 
and L2. Table 2 and Figure 3 show the average share of correct decisions depending on the number of 
officers. The table indicates that the best accuracy achieved is 95% what was deemed as acceptable by 
stakeholders of the fraud detection solution and it is higher than accuracy of initial applications. The 
figure also shows intermediate values of N1 suggesting that changes in accuracy are steady. Increasing the 
number of officers at the L1 levels helps improving the accuracy. Moreover, this number should not be 
smaller than the number of officers at the L2 level. If there are more L2 officers than L1 officers then it 
possible that errors made at the L1 level propagate through the system. The total number of officers 
involved in the decision-making process is also calculated. Its average value for all treatments is 6793. 
The stakeholders accepted this number though it is relatively high since reward tokens are issued only to 
those officers who have participated in the winning thread of evaluation. Surprisingly, the accuracy was 
not significantly affected by  (having levels of 0.6 and 0.9) indicating that errors made at the L1 level 
can be easily correct at the L2 level.  

Table 2: The accuracy depending on number of officers at levels L1 and L2  

Number of officers at L1 (N1) Number of officers at L2 (N2) Accuracy 
5 5 0.929 
20 5 0.955 
5 20 0.876 
20 20 0.881 

 
Figure 3: The application evaluation accuracy (Correct) depending on the number of officers N1 (NL1) 
and N2 (NL2) at levels L1 and L2, respectively. 

 According to the linear model fitted, the fraud detection accuracy is fairly robust with regards to 
quality of decisions made at the L1 level. The impact of officers’ performance at the L2 level is also 
evaluated (Figure 4). The results show that the probability of making right decisions at the L2 level 
significantly affects decision-making accuracy.  is of particular importance partially because correct 
verdicts occur more often than wrong ones. This observation also implies that the officers might be 
nudged towards rejecting initial verdicts. 
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Figure 4: The accuracy of final evaluation depending on probability that: a) L2 level officer approves 
correct verdict ( ; L2TrueAccept); b) L2 level officer declines correct verdict ( ; L2TrueReject); c) 
L2 level officer approves wrong verdict ( ; L2FalseAccept); and d) L2 level officer declines wrong 
verdict (i.e., L2 decision is correct ( ;L2FalseReject). 

 The evaluation time is another important aspect and decisions should be made as promptly as 
possible. Figure 5 shows that the increasing the number of officers at level L1 significantly reduces the 
application evaluation time. There are more evaluation threads and chances increase that one of them will 
be completed faster than with fewer officers. However, the average number of officers involved increases 
from 3 480 to 10 106 and in practice there might be difficulties to attract such a number of equally 
dedicated contributors. As noted before, the increasing number of officers also leads to accuracy 
improvements.  
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Figure 5: Evaluation time in abstract units depending on the number of officers N1 at level L1. 

 The simulation results indicate that the fraud detection algorithm is quite robust. Therefore, additional 
evaluation scenarios are considered (Table 3). In these scenarios, it is assumed that officers severely 
underperform what might occur due to lack of knowledge, motivation or good intentions. Scenario S10 
represents a situation when almost all officers make wrong decisions at all levels of decision making and 
a near zero accuracy is an obvious result. However, as officers’ performance increases above 50% the 
accuracy quickly approaches 78% for the scenario S70. This accuracy is still not acceptable to the 
stakeholder though such a low officers’ performance is not likely in practice. The results indicated that 
the algorithm is quite resilient even in very adverse situations. 

Table 3: The fraud identification accuracy in the case of underperforming officers. 

Scenario Parameters Accuracy 
S10    0.04 
S50 = 0.5,   0.49 
S60 = 0.4,   0.61 
S70 ,  0.78 

5 CONCLUSION  
The paper focuses on fine tuning of the TrustSearch’s community based fraud detection algorithm. It 
provides practical contribution as well as demonstrates a novel application of simulation in evaluation of 
community based fraud detection. The experimental evaluation shows that the algorithm potentially gives 
satisfactory fraud detection accuracy and the number of officers can be varied effectively to improve the 
accuracy. Both accuracy and decision-making time can be improved by increasing the number of officers, 
especially, at the L1 level. However, that increases the number of officers involved exponentially what 
might have negative consequences on viability of the community and devaluate tokens issued to motivate 
the officers. The stakeholders consider the simulation model as a valuable tool to demonstrate capabilities 
and limitations of the crowdsourced fraud detection platform.  
 The identified trade-off between accuracy and efficiency is consistent with previous findings on 
distributed decision-making, and the simulation model developed allows to search for a suitable balance 
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between these two contradicting objectives. The algorithm only considers application submitted by 
Internet users and it cannot estimate comprehensiveness of the proposed fraud detection platform. 
 The main limitations of the current model are that the model is evaluated using parameters suggested 
by the experts and all officers are treated as having the same overall characteristics like evaluation and 
accuracy and response time. The current results provide insight concerning trends and interrelationships 
among parameters while evaluation of actual values of performance measurements requires additional 
input data and validation. The simulation model is computationally capable to deal with the networks of 
the size considered (especially since business-wise the increase of the number of officers is not desirable). 
However, if every application is not treated individually or network capacity should be analyzed then 
refactoring of the model to reduce consumption of computational resources will be needed. 
 The current investigation was aimed to characterize the overall behavior of the systems. It is decided 
that more detailed fine-tuning and optimization of decision-making time will be possible when actual data 
are gathered. More specifically, the stakeholders are interested to consider various attributes of officers 
such as experience and intent. 
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