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Modern transport communication networks (TrN), along with evolving technologies of
building communication networks, are in the modernization phase, consisting in transi-
tion from obsolete SDH and PDH technologies to a new generation of Carrier Ethernet
(CE) carrier-class networks. At the same time, the management of communication net-
works working on new technologies is impossible without the modernization of the exist-
ing management system (MS). One of the ways of MS modernization is the application
of the subsystem of the modeling and forecasting of the processes and the state of the
TrN on the basis of the agent modeling apparatus. Formation of new modules for MS is
impossible without the introduction of special monitoring and management mechanisms
within the CE, which, on the whole, will create a methodological basis for the formation
of monitoring and management processes for the state of TrN. The aim of the work is to
increase the operational efficiency of the MS TrN to ensure the sustainability of the TrN
operation. The scientific task of the work is to develop a methodology for the formation
of a management system for the MS TrN, which takes into account the features of CE
technology and allows to ensure the required cycle time in the large-scale network envi-
ronment. The subject of the study are the developed models for the operation of the TrN
based on CE technology and individual processes in the prospective MS TrN. Theoretical
research methods are based on the fundamental concepts of systems theory, control
theory, probability theory, the theory of constructing multiagent systems, and reliability
theory. Experimental research methods include: the method of mathematical statistics,
as well as the method of agent modeling.
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Introduction

Increasing the operational efficiency of the management
system (MS) at the technological and organizational and
technical levels of management in order to ensure the stability of
the transportation network (TrN) operation requires the
construction of a methodology for the formation of an MS that
takes into account the features of Carrier Ethernet (CE)
technology and allows to provide the required value of the
control cycle duration in a large-scale network environment.

The task related to the development of a promising MS
begins with the definition of the boundaries of the control object.
In the presented work, this task is solved taking into account the
chosen control object, in the role of which the TN acts. CE
technology, on the basis of which TrN operates, will allow to
expand the operational management capabilities for the MS TrN.
The CE technology is designed to transfer Ethernet from local
networks to transport networks. At the same time, unlike
Ethernet in CE, a set of OAM functions (monitoring, control and
management) is standardized to improve reliability. Standards
[1-3] describe the functional composition of OAM. And the
implementation of these functions has not been solved for today.

Types and characteristics of models in the MS TrN

The key components of the methodology are the developed
models of the processes of functioning of the prospective MS
TrN CE [4-7]. The models that formed the basis of the presented
methodology are:

1) The discrete-event model of the process of control and
management of the TrN state allows to obtain the value of the
control cycle duration, on the basis of these data, to estimate the
contribution of each subprocess (check for bidirectional connecti-
vity, fault location, etc.) to the total duration, and also to assess the
correspondence of the obtained values to the required one.

2) Multiagent model of TrN functioning is oriented to:

— collection, accumulation and analysis of data;

— selection and implementation of one or several processes
for monitoring and managing the status of TrN (OAM) in
conditions of insufficient time resources;

— the formation of solutions for reconfiguring the TrN with
the detected faults as a result of the implementation of the
processes and when there are discrepancies between the
measured parameters and the specified requirements for the
parameters of the TrN elements.

3) The agent model of the functioning of the TrN elements
and managingl in the failure conditions allows solving the
problems associated with determining the length of time before
the loss of connectivity of the route in the network structure and
the duration of the operating time for the failure of all routes
simultaneously. On the basis of these data, the model also makes
it possible to generate estimates of network reliability and fault
tolerance.

Since the CE technology in the work is key, the developed
models include the basic mechanisms for controlling and
monitoring the states of network elements. And for this purpose,
the problem of a well-founded choice of the basis of the
modeling components of the TrN process is also solved [5, 6].

Since TrN is a large and complex communication network,
the number of sets of input data and, accordingly, the number of
typical malfunctions and reconfiguration options is significantly
increasing, which requires the use of a special multi-agent

management system (MAMS), the structural model of which is
presented in [10].

In accordance with the structural model of the MAMS TrN
[10], the MAMS unit operates at the levels of operational and
technological control and interacts with the TrN through the
technical operation system (TOS), which performs operational
monitoring of the states and parameters of the TrN elements,
measuring the parameters of the TrN elements, restoration and
repair of TrN elements.

In describing the interaction of MAMS and TrN, the basic
operations are [11]:

— registration, analysis and evaluation of technical condition
of TtN Arecte Car Vies

— measurement of the parameters of the elements of TrN on
the basis of the assessment of the technical state of the elements
of TrN P’ET!{'L';

— transmission, collection and processing of measured data
Perines Sams Y1 .85

— define the type of fault FoudFoung':

— formation of a set of decisions on the reconfiguration of the
TrN Sggp, Vi

When developing the methodology for the formation of
MAMS TrN, the results of the operation models of the TrN CE
obtained in the AnyLogic simulation environment were taken
into account [4-7].

The formalized description of the structure of the MS TrN
The algorithmic structure of the methodology for the formation
of the MS TrN consists of a set of logically interrelated stages in
the formation of decisions on the management of TrN and is
presented in Figure 1.

The first step | in the development of the procedure for the
formation of MS in the structure of the MS TrN is to form the
initial data in the form of a set of fragments Syv={Srx 1...Srv &y
into which the structure of TrN is broken, and the sets of
elements TrN Np={E7n Ny determination of the TrN scale.
Then, in step 2, the initial data is formed in the form of the
structure TpC — G, the set of parameters of the elements TrN
Periv={Perins..Penve and  the normative values to these
parameters NPepn={NPerx;...NPern. with the possibility of
further measurement of the values of these parameters and the
evaluation of the TrN state.

The process in step 3 involves generating results in the form
of a set of typical Fou={Fou faults generated by OAM
mechanisms, for example, inconsistencies such as loss of
connectivity of the network route or loss of bidirectional
connectivity of the network node, which are captured using the
periodic check mechanism the integrity of the route.

Knowing the set of TrN elements and the connection between
them, in step 4 a TrN structure is formed in the form of a set of
fragments Stv={Srn:...Srvids in which the classes of TrN N,
elements are formed. In step 5, an OAM architecture is created in
the form of CE domains My,y={Mz.y... Mz} for the ability to
form control processes and control the states of the TrN elements
and transmit the control information.

Further, in accordance with step 6, a number of requirements
are set for the MAMS Nys={Classij,K,.LN,K,,, O, T, K, Ty
Ny Toon Toon Tipd [11], which specifies the structural topological
requirements and requirements on the functioning of the MS TrN
with the help of parameters such as: Classij — the structure type
of both the MS and the TrN; K — is the number of controllable

T-Comm Tom 12. #3-2018




Nom-3-2018-1.gxd 24.04.2018 19:08 Page 71

elements; L — total length of the communication line; N — number
of hierarchy levels; K, — the risk factor for preparing a
substandard solution; O - optimality; 7, — permissible duration
of the control process; Ky, — stealth factor; 7,, — an admissible
time of bringing the MS to the required degree of readiness; Ny —
is stability; 7,,, — mobility; 7,,, — the allowable time of
processing and transformation of information; 7,, — the
permissible duration of the process, which corresponds to the
transition of the system to a new state.

In accordance with block 7, a plurality of control units
AjzfAHEGj.ASTATE,{.ASTR]\-} iS gcneratcd in each node in which Asm;(
is the formation of a new configuration of the TrN fragment,
Asraree 18 the state estimation of the elements of the TrN
fragment, Agpgey is the registration and analysis of events where k
Is the node number of the MAMS (fragment TrN). The
component  Aggg 5 1s  represented as  the  set
Apear={Arecr---Arecred, which contains e MAMS agents (TrN
elements) reflecting the information space e of the elements of
the k-th fragment of TpC.

\3 —Js

1
Formation of initial data in the form of cases off
I'rN elements

Forming a set of messages

COMMUNICATIONS

At the 8th step of the methodology, in accordance with the
mathematical model of the interaction process of the MAMS
node and the TrN fragment, presented in [5], a lot of messages
Cu=(Ci" C ™" Cu”™) are generated through which the control
and diagnostic information is transmitted. Among the set of such
messages, there are three main types: Cy” — messages sent
between the control units in the MAMS node, ;" — external
messages transmitted between the agents of the MAMS node and
the elements of the TN fragment, C %" — messages for
implementing the OAM mechanisms. Each type of message
includes subtypes in the form of "requests", "data" and
"notifications".

In 9, the algorithmic structure of the process for the operation
of the MAMS TiN CE is constructed. Spyuus = {Grwds .
8 Tren Frens C e Bagangs Temd s which in [5] describes the interaction
of MAMS and TrN.

At the 10th step, a database is created for the MS TpC in the
form of the set Byyys = {Dpnv MpnAy/. The information in the
database can be represented in the form of a MIB-II specification
for the TrN elements.

14 l

Formation of the structure of the process of developing

Cu=(Ca™ Ca™ Cu™),

solutions for changing the configuration of the TrN

Stew 1 Syen ad
Nrend

Formation of initial data on TrN
Dron={Grew Perene NPrrene!

: |

Formation of a set of standard
Faults detectied by OAM mechanisms
Fonr={Foou!

. }

System analysis of the subject area
Cren={SpenEren-Npew!

s |

Formation of domains in the TrN for transmission
of control information
Myen={Myeni... Myen!

l

Formation of a set of requirements for MAMS
Mapans = {CIL K. L, N, Kpr, O, Tsm, Kskr,
Tsg, Ny, Tmob, Tsob, Tsp}

. }

Formation of multiple elements of MAMS A in
the form of control units and agents

A= Ape i AstarewAsmnad

ré

Apgrin = {upcs neeAreci ol

generated by the result of the occurrence
corresponding 1o a multitude of events

— ]

Model of the process of interaction between the
MAMS node and the TrN fragment of the CE
Spens={Grene.A s TrovFren.Can Brcons Tond

Spur={ Yasearns Vs Forisef Foond Vi)

Choice of decision maker of the preferred option for
changing the configuration of TrN

I Vieny € Virasf
- 10
Formation of a database for MAMS TrN
Brooses={Drem My Ai} i6
. Formation of control action
l Vrewy—Zn
11 T
Discrete-event model of the process of l
monitoring and managing the state of TrN — 17
Spew={Nacass OAMy COAM 14t Implementation of the restructuring of the TeN with the
- o help of TOS
Sra—S85n
| |
: |
1%

Agent model of TrN functioning
OAMy, 2 X, Apsisse Ot Vi CF

no
Sunr={Nansss OAMu.y1_}

Conformity assessment of measured
parameters with specified requirements
l 1o the parameters of the elements TrN

P EleNe "r!b.' TrNe

13

An agent with a typical malfunction was
detected?
=0
end

Fig. 1. Algorithmic structure of the procedure for the formation of the MS TrN CE
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In blocks 11 and 12, a structure of simulation models of the
process of the MAMS TrN CE operation is formed. The structure
of simulation models includes two structures. In accordance with
the first structure, in a step 11, a number of processes are created
for monitoring and controlling TrN CE
Spem={Napars: OAMy N OAM 2y, ), where OAM,; vV OAM,; -
processes for monitoring the status and management of TrN
elements based on the fault finding result in the connectivity of
the route and on the basis of the input control information from
the MAMS, respectively, y, s — the output data reflecting the
state of the subprocesses in OAM,; and OAM,,. The structure of
the discrete-event model of the MAMS functioning process
provides a preliminary estimate of the duration of the task
execution cycle for one or another OAM,, process. In accordance
with step 12, the structure of the agent model for the operation of
the TrN CE is established Sy, = {Nyans OAM,;, v s} as a set
of subprocesses in a particular process OAM,, D/ Xi.. Apecrer Oker
Vi, C}, where X}, — the input data of the process in the form of a
set of parameters of the TrN elements and the requirements for
them, Oy, — the set of operations of the current process in the
form of OAM mechanisms [8,9], Vi — the set of limitations and
assumptions of the model, in the form of restrictions of the set of
transmitted messages, C — purpose of management, according to
which the current process is selected. The agent model for the
operation of TrN CE was obtained on the basis of the work of the
generalized OAM,; process [6].

In step 13, if at least one agent with a typical Fy . fault is
detected at /= (), then the structure of the recovery action plan
Seer={ Yasrarer Yastow Foant Foargh Viend is formed in step 14.
The structure of generating solutions for changing the
configuration of the TrN includes a set of output data of the
MAMS such as Y srq7 and Yigrp — element state estimation
data and data for the formation of a new configuration of the kth
fragment of the TrN, and also V7., — the formation of a set of
action plans in the process of generating a plurality of Sgzp. In
15, the choice of the decision-maker of the preferred variant of
the action plan for the reconfiguration of the TrN Vi, € Vrn!
is carried out. In 16, the corresponding control action of Z,, on
TrN is formed, and in 17 reconfiguration of TrN by means of
TOS is performed.

In accordance with step 18, the verification process for the
conformity of the parameters of the TpC elements measured with
the help of the TOS with the values of the parameters
P'erne=NPgry. specified in step 2 is started. If the measured
values of the parameters correspond to those required, then it is
considered that the task related to the control and management of
the state of the TrN and its reconfiguration is completed,
otherwise a different control process is selected in step 11.

Evaluation of the effectiveness of the MAMS

functioning as part of the TrN

In order to perform the evaluation of the functioning of the
developed methodology for the construction of the MS TrN, it is
necessary to present its effectiveness when using and without
MAMS. The effectiveness of the operation of the MS TrN
reflects the properties of the MAMS to perform the tasks set for
monitoring and managing the network conditions and the
formation of solutions for changing the structure of the TrN in
the context of limited computing and time resources.

The effectiveness of the operation of the MS TrN can be
assessed for a number of indicators, for example, the timeliness
of management and the sustainability of the TrN as a result of the
work of the MAMS.

To achieve this goal, it is necessary to ensure the operational
management of the TrN CE. Under the operational control we
will understand the ability of MS TrN elements to perform the
necessary operations within the established timeframes [12-14].
Then the measure of the promptness of obtaining control
information on the management of the TrN takes into account the
length of its main processes, in quality, which can take the time
spent managing.

The table presents the results of a model of the process of
monitoring and managing the states of the fragment of TrN from
300 nodes, obtained as a result of the program implementation of
the experiment in the AnyLogic environment [15-18]. An
optimistic estimate is the minimum time required for an
operation to be performed (t,;,), while the pessimistic value
specifies the maximum time to perform an operation (L, ).

Table

Time parameters of the process functioning model in MAMS

Subprocess Th theriiiitical
Ne | Subprocess |execution time, s € naniemutien Dispersion (D), s
expectation (M), s
Lnin L
y [Integrity 68,6 | 833 74,48 8,64
check
g [Chesk | =56 | 877 80,44 5,86
connectivity
3 |Localization | 579,2 | 589,1 583.16 3,92
4 [Dragnostics: | 1 03 | 556 188,46 36,96
of elements
Development
5 |of control 49,2 69,5 57,32 16,48
information

To determine the mathematical expectation and variance of
the duration of the entire management process, a calculation is
made in accordance with the expressions:

Ty = Z M, M

D w=YD @
i=l

Expression (2) is calculated in accordance with the data in the
table:

T =74,48+80,44+ 583,16 +188,46+57,3=983,8  (3)
D, =2,94+2,42+1,98+6,08+4,06=17,5 )

Based on the definition of the operability property, another
important characteristic of the functioning of the control system
is that the duration of the control should not exceed the
permissible time, i.e. p(T. <T).

Calculation of this indicator is made by the formula [13, 14]:

p(;r:_g}r:'f}=q;[ﬁ]‘ (5)
o
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where & is a normal distribution function of the form

Ie Tt -

N7

Knowing that T‘,“’ = 1200 c, in the course of (5) the calculated

P(x)=

probability that the control time 7, does not exceed the allowable
value is 0.6179. The obtained result indicates a high degree of
efficiency of the executed processes in the MS TrN with the use
of the agent modeling tool.

Conclusion

The technique for building MAMS as part of the MS TrN
differs from those known by the use of a complex of original
models [4-7] and scientific and technical proposals (blocks 10
and 14 in Figure 1) that allow the creation of a MS TrN CE that
meets the requirements for the speedy implementation of the
management cycle and allowing to minimize financial and
technical resources for its implementation.

The presented technique formalizes the approach to the
construction of the MS TrN with the use of mechanisms based
on CE technology. The block 6 in Fig. 1 allows you to form
requirements for individual subsystems of the MS, their purpose
and composition. Separate blocks of the method can be used at
the planning and design stages of the advanced MS.

The obtained results of the control cycle duration using
MAMS, formed on the basis of Carrier Ethernet technology,
were used to evaluate the efficiency of the developed
methodology. The obtained result allows not only promptly (with
a probability of 0.6179) to perform the management and
monitoring of the state of the TrN, but also ensure the timely
delivery of control information for the further formation of a set
of solutions for the reconfiguration of the TrN. In general, this
indicates the achievement of the stated goal of work to improve
the operational efficiency of the MS TrN.
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METOOMUKA NMOCTPOEHUA CUCTEMbI YMPABJIEHUA TPAHCMOPTHOM CETbIO CBA3U

Jlorun dnuna BanepbeBHa, [lemepbypackuli 20cydapcmeeHHbIl yHusepcumem nymet coobuieHusi Mimnepamopa Anekcaxopa |,
Cankm-Tlemepbype, Poccus, elinabeneta@yandex.ru

Mypasuos Anekcei AnekcaHapoBuY, BoeHHas akademus ceasu umeHu Mapwana Cosemckozo Cotosa C.M. bydeHozo,
Cankm-Tlemepbype, Poccus, vsmeos@yandex.ru

AHHOTauuA

CoBpeMeHHble TpaHcropTHble cetn cBasu (TpC) Hapsay ¢ pa3BUBAIOLLMMUCA TEXHOMOMMAMU NOCTPOEHUSA CETEN CBA3M HaxoaATca B ¢dase
MOZEpPHU3aLMM, 3aKITIOHAIOLLENCA B Nepexofe oT ycTapeBlunx TexHosnorui SDH n PDH k HoBOMy nmokomneHuio ceteit onepatopckoro
knacca Ha TexHonorum Carrier Ethernet (CE). [pu aToM ynpaBneHve ceTamMu cBA3M, paboTatoLLMMM MO HOBbIM TEXHONIOTUAM, HEBO3MOX-
Ho 6e3 MofepHu3aumm cylecteytroLein cucteMsl ynpaeneuus (CY). Oguum ms nyten MogepHuzaumm CY sBnseTcs npUMEHeHWe Nnoacuc-
TeMbl CY MozennpoBaHusa 1 MpOrHO3MpOBaHWA NpoLeccos U coctoaHua TpC Ha ocHOBe annaparta areHTHOro MoAenupoBaHua. Popmu-
pOBaHWe HOBbIX Moﬂyﬂeﬁ Aana CY HeBO3MOXHbI 6e3 BHeApeHUa cneunanbHbIX MEXaHU3MOB MOHUTOPUHIa U yrnpaesieHnA B COCTaBe CE,
4TO B LI€/IOM MO3BOJIAT CO34aTh METOAUYECKYIO OCHOBY AsiA OPMUPOBaHMA MPOLIECCOB KOHTPOSA U ynpasneHusa coctoaHuem TpC. Lle-
Nbto paboThl ABMAETCA MOBbILIEHME OnepaTUBHOCTU PyHKuMoHnposaHua CY TpC ana obecneyeHns yCTOMYMBOCTU YHKLIMOHUPOBAHWA
TpC. Hay4Has 3apaya paboThl 3aktodaerca B paspaboTke MeTognkn popmmpoBaHua cuctembl ynpasnienna CY TpC, yuuTbiatoLlein oco-
6eHHocTn TexHonorun CE n nosponatolleit obecneunsatb TpebyeMyto ASIUTENbHOCT LKA B YCIIOBUAX KPYMHOro Maclutaba ceteit.
MpeaveToM UccneoBaHMA ABNAIOTCA paspaboTaHHble Moaenu dyHkumoHupoBanua TpC Ha ocHoe TexHonoruu CE n oTaenbHbix npo-
ueccos B nepcriektusHon CY TpC. TeopeTuueckme MeToAbl UCCIIEAOBAHUA OCHOBaHbI Ha PyHAAMEHTasbHbIX MOMIOXKEHUAX TEOPUM CUC-
TeM, TEOPUM YMPaBJIeHs, TEOPUMN BEPOATHOCTEN, TEOPUM MOCTPOEHUA MyTIbTar€HTHbIX CUCTEM, TEOPUM HAZL@KHOCTU. DKCMEPUMEHTasTbHbIE
MeToZbl UCCNIeAOBaHUA BKIIKOYAIOT: METOZ, MaTEMaTU4ECKON CTaTUCTUKM, @ TakKe METOZ areHTHOro MOZENUPOBaHMA.

Kniodeenie cnoea: Carrier Ethernet, azeHmbl, MHO20a2eHMHbIE CUCMEMBI, MyJIbMUA2EHMHbIE CUCMEMbI, MEMOOUKA CUCMEMbI ynpaesieHus,
CY, mpaxcnopmuas cems cesazu, TpC, onepamusHocmsb CY.
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