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#### Abstract

While simulation has been used extensively to model supply chain processes, the use of a Bayesian approach has been limited. However, Bayesian modeling brings key advantages, especially in cases of uncertainty. In this paper, we develop a data informatics model that could be used to realize a digital synchronized supply chain. To realize this model, we take a hybrid approach that combines Bayesian modeling with discreteevent simulation and apply it to the supply chain process of a Procter \& Gamble (P\&G) manufacturing and distribution facility. We use approximately one year of transactional data to inform our model, including information on customer orders, production, raw materials, inventory, and shipments. A driving force for creating this model is to better understand and manage the balance between inventory, profit, and service.


## 1 INTRODUCTION

While simulation has been widely used to model supply chain processes (Jahangirian et al. 2010), informing these models through the use of transactional data has not been extensively explored. This could in part be due to the difficulties around stakeholder engagement since simulations often require extensive data gathering and processing (McNaught and Chan 2011). Recent advances in data collection and storage, however, facilitate the integration of these new data sources with simulation models. Bayesian statistical methods have proven to be a useful framework for combining observational data with simulation-based models while accounting for the various sources of uncertainty (Reese et al. 2004) - a key characteristic throughout many parts of the supply chain (McNaught and Chan 2011). Bayesian approaches have been applied to various areas of manufacturing, such as fault diagnosis (e.g., Jin et al. 2012), quality control (e.g., Correa et al. 2009), reliability (e.g., Li and Meeker 2014, Celik and Son 2010), and supply chain disruptions (e.g., Soberanis 2010). Moreover, hybrid approaches that combine two or more simulation techniques (e.g., discrete-event simulation, system dynamics) have seen a rise in popularity due to the increased trend in providing "enterprise wide solutions" that take into account the impact that different parts of an organization have on one another (Jahangirian et al. 2010). Other hybrid approaches have explored the use of these simulation techniques with Bayesian modeling (e.g., Xu and Son 2013). Chick
(2004) , in particular, stresses the benefits of combining Bayesian methods with discrete-event simulation, including for input modeling, response surface modeling, and uncertainty analysis. While such previous models have explored hybrid methods, we integrate Bayesian modeling and discrete-event simulation with disparate big data streams across a supply chain system (from customer orders to deliveries). This allows us to better understand and manage the uncertainty, variation, and dependencies in the supply chain and to make predictions of behaviors under new conditions.

In this paper, we describe the development of a data informatics model that could be used to realize a digital synchronized supply chain. To realize this model, we take a hybrid approach that combines Bayesian modeling with discrete-event simulation and apply it to the supply chain process of a Procter \& Gamble (P\&G) facility that carries out both manufacturing operations and distribution activities. We inform the model using approximately one year of transactional data. A driving force for creating this model is to better understand the balance between inventory, profit, and service. It should be noted that while we simulate the main processes between customer orders and customer shipments, a complete supply chain model would also need to include data on consumers and raw material suppliers. In the remainder of this paper, we discuss the details for developing the model and computing profit and service (Section 2), illustrate how the simulation can be used to explore optimal production planning strategies (Section 3), and summarize the paper (Section 4).

## 2 METHODOLOGY

The methodology for developing the data informatics model of the supply chain process of a P\&G facility involved three high-level steps: (1) preparation of the data used to inform the model, (2) development of four simulators that together capture the supply chain process from customer orders to deliveries, and (3) calculation of actual and simulated profits to validate the model. This section discusses each of these steps in more detail. Note that due to the sensitivity of the data, we have removed information that might disclose the dates, location, units, and details on data structures such as table names and fields. Also, we use the terms product to refer to an item with a unique stock keeping unit (SKU) and product grouping to refer to one or more products which can be placed in the same product category.

### 2.1 Informing Models Through Data

The development of a data model is critical to understanding data flows and informing the development of the simulation models. We used one year of transactional data, including information on customer orders, production, raw materials, inventory, shipments, and deliveries. This resulted in the gathering of over 20 tables, some of which contained millions of data records. The data model consists of a set of clean, accurate, and reliable tables, where the relationships between tables are understood and tables have been stored in a centralized location for easy access for model building.

Development of the data model was a highly iterative process between subject-matter experts, data experts, and modelers. It consisted of the following high-level steps: (1) data source discovery and acquisition, which included identifying and obtaining internal data to use in modeling; (2) data profiling to understand and describe the data; (3) data cleaning and restructuring for purposes of analysis; (4) data linkages to understand the relationships between tables; and (4) data exploration, including visualization, generation of descriptive statistics, and analysis of patterns and inconsistencies. As is often the case with data-driven model building (Dasu and Johnson 2003), over half of the project's efforts went towards development of the data model. Figure 1 is a notional diagram of the transactional data across different silos of the data (e.g., orders, production). Due to the sensitivity of the data, the data model with table names, fields, and detailed linkages is not shown.


Figure 1: A notional diagram of the transactional data used to model the supply chain system. Direct links are established via unique identifiers. Calculated links are estimated through the data.

### 2.2 The Data-Informed Simulation Model

Using a combination of Bayesian modeling and discrete-event simulation, we developed a data informatics model to simulate the supply chain process of a P\&G facility. To capture the processes from customer orders to deliveries, the model is broken out into four simulators: the Orders Simulator, the Production Simulator, the Production Planner, and the Shipment Simulator.

### 2.2.1 Orders Simulator

The Orders Simulator is constructed so that we can simulate how orders might change under different scenarios (e.g., altered prices, different order incentives, changes in product lineup, different customer makeup). It estimates volumes at aggregated levels (e.g., by customer, by product grouping) using Bayesian dynamic linear models (Harrison and West 1999). Given these aggregated forecasts, the number of orders, the product mix, and the order volume are derived for each customer from historical data that are altered to ensure aggregates match the forecasts. This alteration of orders is carried out using Bayesian updating.


Figure 2: Individual orders from eight customers over the course of a year. Each row of the image shows a single order's volume for each of the top 25 product groupings. Each column of the image shows an order from the corresponding day of the year. Hence each image is $365 \times 25$.

Thousands of orders arrive daily for products that are produced at and/or shipped from this P\&G facility. While individual orders differ depending on replenishment needs, prices, promotions, and incentives, different customers show unique patterns in the types and volumes of products they order. Figure 2 shows the pattern of orders by day over the course of a year for several high volume customers. Each pixel in the figure represents a product grouping and the color represents the volume ordered. The figure shows that the
regularity and variety of products ordered varies by customer. While order content and volume can show substantial variation from one order to the next, the overall volume of orders has a fair amount of regularity when aggregated by product grouping and month (as shown in Figure 3). Hence the Order Simulator will need to capture this regularity at aggregated levels, while also reproducing the individual variation present in Figure 2.


Figure 3: Monthly order volumes aggregated for each of 8 product groupings. Dynamic linear models are used to forecast the total monthly volume.

The orders are simulated using a combination of Bayesian forecasting at an aggregated level and empirically-based estimation at the detailed customer $\times$ product $\times$ order level. The approach for simulating a month of orders is outlined below.

1. A time-series model (Harrison and West 1999) is used to forecast the total volume of orders aggregated over all customers and product groups - expected for the distribution center for the month.
2. This total volume is distributed over customers and product groupings based on the historical distribution from the previous month. This distribution could be estimated from an alternative time window or could account for known changes that will be present for the month being forecasted.
3. For each forecasted volume by customer, a set of orders that match previous customer order behavior are constructed that sums to the forecasted volume by customer and product grouping. Below are the details for this step:
(a) For each customer, estimate the monthly order rate $\mu$ using historical data (typically the previous month). The simulated total order volume for the month is drawn from the resulting predictive distribution for the model.
(b) Sample the estimated number of customer orders $N$ from a Poisson distribution with mean $\mu$.
(c) Alter the ordered amounts in the sampled orders so that the volume aggregates appropriately over each of the product groups. This is done by treating the collection of orders as a vector random variable $\left\{v_{p o}\right\}$ where $p=1, \ldots, P$ indexes product, and $o=1, \ldots, N$ indexes order. We construct a distribution for this vector by combining distributions that characterize different features of this collection of customer orders. A description of these distributions is shown in Table 1. These densities are combined using Bayes rule (Dawid et al. 1995), and then sampled using Markov chain Monte Carlo (Robert and Casella 1999).
(d) Change the order dates of the sampled orders to reflect dates compatible with the month being simulated.

This algorithm results in a collection of orders that (1) reflects previous order specific product grouping behavior for each customer, (2) matches specified totals by product grouping and customer for that month, and (3) matches the forecasted grand total volume for the month. Figure 4 shows a number of simulated orders. Here the forecast is based on data up to the month being forecasted. The figure shows actual and simulated cumulative order volumes for seven different products over the course of one month. It is important that the simulated orders capture the monthly and daily variations seen in the actual orders so that the optimization of production planning and inventory levels will be robust to variation in the ordering.

Table 1: Distributions used to characterize the different features of customer orders.

| density | description |
| :---: | :--- |
| $p\left(v_{p o}\right)$ | Independent normal distributions for each $v_{p o}$ that is centered at the actual <br> order amount, with standard deviation of 15\%. |
| $f\left(\sum_{p \in G_{k}, o} v_{p o}\right)$ | For each product group $G_{k}, f(\cdot)$ is a normal density with mean equal to the <br> total volume determined in step 2, and a standard deviation of 10\%. |
| $I\left[v_{p o} \geq 0\right]$ | Constraints ensuring that each order volume is either 0 or positive. |

Using this holdout approach, we find that the simulated order timings and volume match to within about $5 \%$ for very regular products (products 1-4 in Figure 4). Less regular products can show substantial variation in order timing and volume over the course of a month (products 5-7 in Figure 4). For example, product 5 in Figure 4 sees more than half its monthly volume arrive on a single day. The fitted order simulator generally recognizes these high variation products, producing substantial variation in the simulated order histories.


Figure 4: Cumulative order amounts for seven products over the course of a month. Simulations are shown by the gray lines; the actual orders are given by the black circles. These simulations are trained with data prior to the actual month shown.

### 2.2.2 Production Simulator

A substantial proportion of customer order volume are for products that are produced on-site. As orders arrive, a key question is how to allocate inventory, production time, and resources to fill these orders in a timely and cost-effective manner. The Production Simulator simulates the time required to produce a specified volume of any given product with variation in time and raw material usage that is consistent with historical data. This is a key tool in identifying production planning strategies to manage costs and product inventory in the face of variation in order volume and composition, as well as in production timing and efficiency.

Production occurs year round for 24 hours a day; it is affected by seasonality, time of the day, shift changes, which assembly lines are being used, and which product is being produced. Changeovers, where the line moves from producing one product to another can delay production. Some changeovers are relatively simple, such as when the items being produced remain the same but only the packaging or quantity changes, while other changeovers are more involved, requiring a different set of raw materials and line setup. Historical data allow us to estimate the changeover time distribution as well as production rates.

Production rates are estimated using a year of production data in which the start time, end time, and product are recorded for each production run on each assembly line. The production rate $\lambda_{i}(t)$ for each production run $i$, which starts at time $t_{i 0}$ and finishes at $t_{i 1}$. This production rate depends on product $k_{i}$, assembly line $\ell_{i}$, as well as temporal effects determined by the interval ( $t_{i 0}, t_{i 1}$ ): season (day of year), day
of the week, and time of day. The production rate $\lambda_{i}(t)$ is modeled as a linear combination of effects

$$
\lambda_{i}(t)=\lambda_{0}+\lambda_{k_{i}}+\lambda_{\ell_{i}}+\lambda_{\text {season }}(t)+\lambda_{\text {day }}(t)+\lambda_{\text {hour }}(t)
$$

where $\lambda_{0}, \lambda_{k_{i}}$, and $\lambda_{\ell_{i}}$ are constants, accounting for the overall, product, and line effects on the production rate, $\lambda_{\text {season }}(t)$ is a term that varies smoothly over the course of the year (modeled as a spline (Higdon 2002)), $\lambda_{\text {day }}(t)$ is a constant for each day of the week, and $\lambda_{\text {hour }}(t)$ is a constant for each hour of the day. The amount produced $y_{i}$ by run $i$ is modeled as

$$
y_{i}=\int_{t_{i 0}}^{t_{i 1}} \lambda_{i}(t) d t+\varepsilon_{i},
$$

where the error term $\varepsilon_{i}$ accounts for additional variation between runs. These errors are modeled as independent and identically distributed (iid) $N\left(0, \sigma_{\varepsilon}^{2}\right)$ random variables.


Figure 5: Production rate estimates (slope of the lines) from historical production data (circles). Each circle denotes a historical production run. The slope of the three lines show the estimated average production rate for three different products. The colored circles show results of production runs involving these three products; grey circles show all other production runs.

The unknown parameters - rate terms and $\sigma_{\varepsilon}^{2}$ - are estimated using a Bayesian hierarchical model (Gelman et al. 2004). In addition, we estimate uncertainty for each of these parameters. Figure 5 shows the estimated average production rates along with historical production runs for three different products.

The Production Simulator then uses these estimated rates, their uncertainties, and estimates of variation between similar production runs to estimate the outcome of any planned production run. The Production Simulator simulates the time required to produce a specified volume of any given product and/or the volume produced for a given start and stop time for a production run.

### 2.2.3 Production Planner

The Production Simulator interacts with the Orders Simulator through the Production Planner, which incorporates rules for scheduled production and adapts to the demand of incoming orders as shown in Figure 6.

The Production Planner has the flexibility to restrict the products produced on an assembly line, to speed up or slow down production on a line, and to remove lines. Inputs include the length of a production
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Figure 6: Simulated cumulative order volume (black circles), cumulative production (red circles), and daily inventory (blue circles) for two products over time.
run, the time between runs, the speed of each line, minimum level of acceptable safety stock in inventory, and parameters controlling the logic behind which product to produce next. Each time a line becomes available, the Production Planner chooses a product and desired amount to produce. It then calls the Production Simulator to retrieve a stochastic realization of the time the line runs.

The logic parameters weight different attributes of each product based on both simulated data and historical empirical data, allowing for a trade-off in prioritization as the simulation runs based on multiple factors. For instance, the demand weight $w_{d}$ is larger for products with unfulfilled demand, the profitability weight $w_{p}$ is larger for products with higher historical profitability, and the rarity weight $w_{r}$ is larger for products that are rarely ordered. For a given setting of weights $w_{i}=\left(w_{d}, w_{p}, w_{r}\right)$, the Production Planner outputs the types and quantities of products produced on each line and in inventory.

### 2.2.4 Shipment Simulator

The Shipment Simulator is a discrete-event simulation that models the loading, shipment, and delivery of finished products to customers. There are two main inputs: (1) simulated orders, which is the output from the Orders Simulator, and (2) simulated inventory, which is an output from the Production Planner. The Shipment Simulator loops through each order and performs a series of steps to determine the truck for which to load the shipment. The main steps include (1) checking that there is available inventory to satisfy the quantity and product ordered, (2) checking for an available loading docks or space within a truck on the loading dock, (3) loading the order onto a truck, and (4) calculating the estimated delivery date and time of the order. A detailed process diagram of the Shipment Simulator is shown in Figure 7. In this initial model we make a set of simplifying assumptions, which are listed below:

- There is a maximum number of loading docks and a new truck cannot be loaded unless there is an available dock.
- Each order can fit in a truck (i.e., orders do not get split into multiple trucks).
- There is an infinite number of trucks. Thus, if there is an available dock, there is an available truck.
- There is a maximum number of pallets that can be loaded in a single truck.
- Shipments can have multiple legs and thus, trucks can ship multiple orders. An order will share the same truck if it meets the following criteria: (1) The customers in the orders must have shared a route in the historical data (2) the quantity of pallets of the orders must not exceed the maximum number of pallets that can fit in a truck.
- If there are multiple orders and multiple customers in a truck, information from existing routes is used to estimate travel time.
- Before leaving the loading dock, trucks that are not full will wait a fixed number of hours for additional orders.


Figure 7: Process diagram of the Shipment Simulator.
The Shipment Simulator outputs one observation per shipment, including an order ID, shipment ID, truck ID, quantity shipped (in number of pallets), loading start time, loading end time, travel time, delivery date, and delivery time. Results were compared to actual observations to ensure the shipment simulator was running correctly and that the assumptions made were reasonable.

### 2.3 Calculating Costs and Profits

We estimated profits for both simulated and actual orders to validate simulation results (discussed in Section 3). To calculate the associated profit for each actual order in P\&G's transactional data we developed an empirically-based simulation. In this simulation, we assume that orders are shipped using a First-In-First-Out (FIFO) process. For each order in the transactional data, we search for a production run in the data of the same product with a production date on or before the order's shipment date. If one more more production runs are found, we sort them in ascending order by production date. We loop through the production runs (starting with the oldest) until there is sufficient quantity to satisfy the order. These production runs are then linked to the order. We also track inventory flows by removing the quantity shipped from the inventory amounts that day. The detailed steps are shown in Figure 8.

We perform a similar process using results from our simulation model. Output from the Production Planner provides information on each production run, including the simulated production times and quantities produced on each assembly line. As with the empirically-based simulation, the simulated production is matched to incoming customer orders using a FIFO process.

Note that in our simulation model we are simulating a closed system with a single facility. Thus, every production run can be linked to an order and any orders that are unfulfilled when simulated production fails to meet demand are marked as such. We use this to calculate a simulated estimate of service rate, which is given by the percent volume of unfulfilled product. In reality, however, the supply chain is not a closed system with a single facility and we must also estimate production and shipment costs for orders coming from other facilities. This posed a challenge given that we had production runs, shipments, and excess inventory that we could not link to an order in our data. At this point, these associated costs were not substantial so we simply removed them from our analysis.

We now know the production information for each order (simulated and actual), including the quantity of raw materials used, the start and end times of production runs, and days spent in inventory for each unit ordered. We use this information to calculate each order's associated production, inventory, and overhead costs. Moreover, each simulated and actual order can be directly linked to its corresponding shipment information, which comes from the Shipment Simulator and the shipment data, respectively. This allows us to directly determine transportation costs for each order. We also have estimated revenue amounts for each simulated order from the Orders Simulator and actual revenue amounts from the orders data. Profits in both cases are then simply calculated by subtracting the total cost of the order from its revenue total. Simulated and actual profit, revenue, and cost results are shown in Figure 9(a).

## 3 A SIMULATION-BASED INVESTIGATION

At this point, we have informed statistical and discrete-event simulation models using transactional data to describe and simulate the supply chain system of a P\&G facility. In this simulated system, we can efficiently and accurately compute key metrics such as costs, revenue, profit, and service (e.g., the proportion of on-time deliveries, proportion of filled orders, time from order to delivery). Similarly, we can compute these same metrics using empirical data. However, empirical data alone only informs us of the supply chain system as it is currently being managed, making it difficult to predict how the system will change under different production planning strategies.

We begin by first attempting to simulate the behavior of the supply chain system for a particular test month. We initialized the simulated system using two months of prior data in order to get inventory, production and shipment levels that were similar to the beginning of the test month's levels. This required that we calibrate the production planner to mimic the planning behavior of the facility for the test month. In order to do this, we encoded our knowledge about the production planning strategy used at the facility in a prior distribution. We then adjusted the parameters in the simulation model by matching key metrics from the prior months (e.g., profits, revenue, inventory, production costs, transportation costs) as shown in Figure 9(a). Due to computational demands of running the complete simulation model, which includes all four simulators described in the previous section, we incorporated ideas from Bayesian computer model calibration (Schonlau et al. 1998, Kennedy and O’Hagan 2001, Higdon et al. 2004).

Once the Production Planner is calibrated to reproduce the actual results of the test month, we explored the space of possible planner strategies that might produce better profit and service characteristics than are currently being realized. For each item delivered $k$, we compute $p_{k} \cdot I_{k}$ where $p_{k}$ is the profit gained by delivering item $k$, and $I_{k}=1$ if the item was delivered on or prior to its requested delivery date, $I_{k}=0$ otherwise. We parameterized the Production Planner so that the relative weight of demand, profitability, and rarity could be adjusted, affecting how the Production Planner assigns production runs to lines given the customer orders (as discussed in Section 2.2.3). For a given setting of $w_{i}=\left(w_{d}, w_{p}, w_{r}\right)$, the simulation then produces an output $y_{i}$, which is the profit $p_{k}$ for all items delivered $I_{k}$ on time summed over the test month $M$. This is

$$
y_{i}=\sum_{k \in M} p_{k} \cdot I_{k} .
$$

We carried out a sequence of runs $w_{1}, \ldots, w_{m}$, drawn uniformly over the space of weights on demand, profitability, and rarity, and recorded $y_{1}, \ldots, y_{m}$ as shown in Figure 9 (b). With these simulations, we fit a
response surface using a Gaussian process emulator (Sacks et al. 1989) to the simulation output so we can seek out an optimal setting $w^{\text {opt }}$ for the production planner (the + in Figure 9(b)). Since this proposed optimal setting has not been used to simulate the supply chain process, we also run the complete simulation at this planning setting $w^{\mathrm{opt}}$ to produce a hypothetical result for the test month. Results show an increase in profit and on time delivery (service), while reducing inventory. Note that we cannot quantify these results due to the sensitivity of the data used in this study.


Figure 8: High-level process diagram of profits calculation.

## 4 CONCLUSION

An interconnected collection of disparate, big-data streams was used to inform the development of a series of statistical models and discrete-event simulations, which together captured supply chain processes from orders to deliveries. This allowed us to explore the behavior of the supply chain system within a P\&G facility with its many dependencies and interactions. The above example focused on optimizing a family of production planning strategies. Such an approach would likely be beneficial in exploring a broader set of planning strategies. One could also explore the impact of altering the production capabilities of the production center, or the impact of incentives to alter customer ordering behavior.

From a broader perspective, this approach serves as one particular template for leveraging big data to gain understanding and insight about a complex system. This use of separate, but linked statistical and discrete-event models, allows the different sources of data to inform our knowledge about the supply chain system, and to predict its behavior under new conditions. This approach naturally captures variation in customer ordering behavior, production efficiency, and shipping times. It also captures uncertainty in statistical model parameters and forecasts. This results in simulation-based predictions that reflect these different sources of variation and uncertainty as well as their dependencies.
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Figure 9: Left: Comparison of key outputs from the simulator (blue) and derived values from the test month (pink). Histograms show profits, order value, etc., for items delivered over the course of the test month. The overlap between the simulated and derived value distributions is shown in purple. Right: Simulated profit for all on-time deliveries over the course of the test month as parameters of the production planner are varied. A response surface was fit to the simulation output, suggesting an optimal planner setting $(+)$.
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