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Abstract—As the Department of Defense transitions to a 

ubiquitous computing environment, our military operations 

become increasingly vulnerable to compromise via cyber 

attacks at echelons as low as the Brigade Combat Team (BCT). 

There is a need to design a system to facilitate the analysis of a 

nation state’s ability to compromise the confidentiality, 

availability, and integrity of a deployed tactical network. 

Research demonstrated that, on these networks, compromises 

due to security protocols violated by humans are much more 

common than compromises due to technological vulnerabilities. 

Therefore, this analysis focuses on developing a simulation 

modeling approach to analyze the effectiveness of security 

protocols “within the fortress” and to track the damage done 

by various forms of cyber attacks that have successfully 

breached the network perimeter. Our network model uses 

agent-based simulation in order to model the flow of 

information at the packet level with dictated behavior specific 

to the agents modeled: individual network packets, computer 

systems, routers, servers, and files. The advantage to using an 

agent-based, rather than a discrete-event, simulation model in 

this situation is that agent-based models focus on the 

relationship between entities from the bottom-up, such as at the 

network packet level, rather than the entire system from the 

top-down. The developed simulation model allows us to 

simulate various network attacks, observe their interaction 

with network security protocols, assess the resulting damage in 

terms of the network’s availability, and quantify the damage in 

terms of sensitive information lost.   

I. INTRODUCTION 

UE to the advantage that the U.S. Military enjoys over 

foreign powers in the realm of technological and 

operational superiority, many of those powers have 

refocused their efforts in the cyber realm to create an 

asymmetric battlefield across the expanse of the digital 

arena. The National Infrastructure Protection Center (NIPC) 

defines cyber terrorism as “a criminal act perpetrated 

through computers resulting in violence, death and/or 

destruction, and creating terror for the purpose of coercing a 

government to change its policies” [1]. Related closely with 

cyber terrorism is the concept of information warfare, which 

also encompasses physical attacks on computer facilities and 
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communication infrastructure such as transmission lines and 

satellite arrays.   

As the Department of Defense (DOD) transitions to a 

ubiquitous computing environment, our military operations 

become increasingly vulnerable to compromise via cyber 

and information attacks at echelons as low as the Brigade 

Combat Team (BCT). Even though technological innovation 

and security/identity management are priorities, and military 

personnel are required to pass annual training, our networks 

are still often vulnerable. In the cyber game, the player with 

the most speed and agility will almost undoubtedly prevail, 

while the one who practices fortress warfare, or placing 

“increased efforts into blocking malicious software and 

codes entering military networks…and decreasing the 

number of gateways to be protected [2]”, has little chance of 

success [3]. Success will only be achieved by preparing for 

inevitable network compromises.  

Given the impact of attacks on our cyber assets discussed 

above, it behooves the DOD to develop the best possible 

approach for anticipating the effects of cyber attacks on its 

systems. One cost effective approach for developing this 

analysis is the use of simulation models to predict the 

effectiveness of security policies and assessment of 

outcomes for various types of attacks on the US cyber 

networks. This paper provides a methodological approach 

for assessing the damage from several types of cyber attacks 

and a simulation model developed to analyze how well 

various security protocols and network configurations 

immunize networks against those attacks.   

II. REQUIREMENTS ANALYSIS 

A. Problem Analysis 

The purpose for this research was to design a system to 

facilitate the analysis of a nation state’s ability to 

compromise the confidentiality, availability, and integrity of 

a tactical network. 

For the purposes of this study, we use the following 

definitions for the three considered types of cyber attack: 

 

 Confidentiality Attack – An agent obtains access inside 

a network, locates targeted network files on servers or 

computers and copies those files. 

 Integrity Attack – An agent locates files on a network 

and changes the information in them. 

 Availability Attack – An agent identifies key nodes 

(network routers or links) on a network and shuts down 

or denies service to them. 
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Example approaches for confidentiality attacks include: 

hardware compromises, portable drive infiltrations, and 

injections of viruses that forward information onto network 

systems. One key goal in this approach is the ability to send 

files below the network’s detection threshold, allowing 

attackers to receive numerous files over time. Integrity 

attacks are similar, but involve altering target files by a 

worm or virus that implements random (or controlled) shifts 

to the information stored on the network. When these 

changes are undetected, critical operational decisions may be 

based on inaccurate information. 

Availability attacks deny the use of a network by 

attacking critical nodes of the network, such as the use of 

malicious worms that are capable of crashing multiple 

routers at the same time. Recently, an international worm 

known as Stuxnet was speculated by news organizations to 

be a complex computer worm designed to infect an Iranian 

nuclear plant staffs’ computers in hopes of preventing its use 

[4]. Another approach is a denial of service attack, which is 

achieved through an overflow of legitimate requests that 

overwhelm and freeze the network, and the use of Botnets, 

which allow one user to control a large number of hosts or 

“bots” to make the requests [5].  

B. Tactical Network Functional Analysis 

The fundamental objective of a BCT’s network is to 

facilitate the effective communication, coordination, and 

data sharing necessary for the tactical, operational, and 

strategic success of the BDE and its subordinate units. A 

BCT’s network has four primary functions: provide 

communication, provide information, provide situational 

awareness and command and control (C2), and provide 

logistical support. Each of these functions have integrated 

systems that provide that functionality:  

 

Provide Communication 

 Voice Over Internet Protocol (VOIP) – Phones 

 Microsoft Internet Exchange – Email Service 

 

Provide Information 

 Microsoft SharePoint Servers – Data Sharing 

 All-Source Analysis System (ASAS) – An automated 

system to gather and analyze intelligence. 

 

Provide Situational Awareness, Command, and Control (C2) 

 Blue Force Tracker (BFT) and Force XXI Battle 

Command, Brigade and Below (FBCB2) – Systems 

which provide real-time information on the location of 

friendly units to commanders in the field. 

 Aviation Mission Planning System (AMPS) – Coordinate 

aviation assets to assist military forces on the ground. 

 Advance Field Artillery Targeting and Direction System 

(AFATADS) – Coordinate field artillery assets to assist 

forces on the ground. 

 

 

 

Provide Logistical Support 

 Integrated Systems Control (ISYSCON) – An automated 

system to manage logistics-related requests. 

  

A BCT’s network also has three primary security 

functions to maintain: confidentiality, integrity, and 

availability. A functional analysis of the security systems is 

displayed in Fig. 1 below.  

Fig. 1. The Functional Analysis of Network Security. This figure shows the 

fundamental objective of protecting a BCT’s network with three primary 

functions, their respective objectives, and the performance measures 

developed to assess the performance within each objective. 

 

As hypothetically illustrated in Fig. 2 below, a tactical 

network has sub-unit clusters that have a router (such as 

those for each battalion (BN) below) with six client servers – 

each client is one of the six essential components of a 

network. The battalions communicate laterally with one 

another and vertically to their higher brigade (BDE) 

headquarters through two avenues: a Joint Node Network 

(JNN) and a Command Post Node (CPN). The JNN 

communicates via satellite link, while the CPN 

communicates via line of sight radio. For the sake of 

redundancy, the BN and BDE networks can communicate 

with each other via CPN as well. Suppose a personnel 

request made on the BN ISYSCON network needs to go up 

to the BDE level. The request would travel from the 

ISYSCON client server through the BN router to the BDE 

router via the CPN or JNN. The request would then travel 

through the BDE router to be received by the ISYSCON 

client server [6]. Any developed simulation model would 

need to mimic the network topology, structure, and function 

of the network illustrated in Fig. 1. 

In addition, a simulation model would also need to 

account for security measures such as intrusion detection 

systems. There are two types of systems – Network-based 

Intrusion Detection (NID) and Host-based Intrusion 

Detection (HID). NID systems constantly scan the network 

traffic to detect abnormalities or threats and issue alerts to 

the administrators and possibly block a suspected 

connection. This system significantly degrades network 

functionality. HID systems are located on the host computers 

and scan their own respective computer on a network and 

only send an alert to the administrator once an abnormality 

or threat has been identified. This system minimally affects 

network functionality as the network administrator is 

notified only after the host finds its own irregularity [7].               
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There is an inherent tradeoff between the network’s 

ability to detect threats and the network’s functionality. The 

network has a certain threshold, for example, a minimum 

network load (in files etc.) that a user demands, before an 

alert is raised to the network administrator that a potential 

security problem is occurring. If the threshold is set too low, 

then the network’s functionality will decrease due to the 

increased scanning, alerts will trigger unnecessary 

investigations, and resources will be wasted. However, if the 

threshold is set too high, the network will have very good 

functionality, but large numbers of files will be 

compromised before an intruder is even detected.   

III. METHODOLOGY 

As previously stated, the three principle variations of 

cyber attacks studied are those affecting the confidentiality, 

integrity, or availability of a network or networks. Each 

variation of attack must be modeled and scored differently in 

order to most effectively represent the reality of an intruding 

agent accessing a network and assessing the damage to the 

network incurred. Our methodology considers both the 

information on the network and the physical state of the 

network in terms of remaining connectivity in assessing the 

damage due to cyber attacks. 

A. Modeling the Value of a Network’s Information Loss 

For the purposes of our model, the contributing factors to 

the measure of overall damage incurred during a 

confidentiality attack on a tactical network are the type and 

number of files compromised. Table I provides an example 

of six files types commonly found on a network along with 

an example assessment of their value. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The primary measureable quantity from our model will be 

the count of unique files compromised – Ci, as in a network 

there are often many copies of a file present. Compromise of 

any one copy of a file represents the compromise of the 

information contained in the file. The two other numerical 

values of importance are the total number of unique files of 

type i– Ai and the file type value weight – Wi, with i as the 

index for file-type. As both of these measures are designed 

to fit the specific requirements of any network the model is 

applied to, the weights of these values are assumed in this 

paper and can be changed very easily to account for the 

requirements of any network. 

How the files are stored contributes significantly to the 

degree to which a compromise would affect a network, as 

the storage medium determines the accessibility of unique 

files of the same type to a single instance of network 

intrusion. Equation (1) is used to calculate the % loss in each 

file-type, Fi. 
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For instance, hypothetically, if all SIGACTS reports were 

stored on a single database file (ASIGACTS = 1) and that 

unique file was compromised (CSIGACTS = 1), the file type 

loss would be 100% for SIGACTS. Conversely, if a 

compromised email server contained many unique files 

(Aemail = 10,000) and half the unique files were compromised 

(Cemail = 5,000), the file type loss would be 50% for email. 

Each type of file susceptible to compromise by an attack 

is assigned a different weight depending on the file type. In 

the hypothetical example depicted in Table I below, 

SIGACTS is most heavily weighted because if compromised 

and revealed to the public, it could result in a public 

Fig. 2. The figure above depicts the hypothetical topology and structure of a Brigade’s (BDE) tactical network (left), and a view of the 

developed simulation model in a limited mesh hybrid configuration (right). The centrally located router is linked to both specific integrated 

system servers (ASAS, FBCB2, AMPS, etc.) and battalion (BN) routers.  The battalion routers are also linked to adjacent battalion nodes.  

The width of the links denotes the bandwidth of that connection and the speed with which packets can travel.  Blue links between routers 

represent a satellite link via Joint Node Networks (JNN) and green links represent a line-of-sight communications link between routers via 

Command Post Nodes (CPN). 
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relations challenge. The respective weights for each of the 

file types would depend upon an individual unit 

commander’s preference and could be elicited using any of 

the many available value weight elicitation approaches, such 

as pair wise comparison or a swing-weight matrix [8].  

The total network damage, T, is calculated by weighting 

and summing the damage of each respective file type to 

arrive at the network’s collective damage, represented as a 

percentage as in Equation (2). 

)(
1

i

n

i

i WFT 


                               (2) 

 

As shown in Table I, the application of both these 

equations in order to value a network’s information loss 

results in 68% total network damage for this abstract 

example.   

 

B. Modeling the Value of a Network’s Performance 

For modeling network performance, we considered the 

speed and connectivity of the network under attack. Network 

speed (in bit rate) is one measure which is constantly 

monitored by virtually every network administrator, and is 

considered self-explanatory. For our other measures of 

network performance, network graph theory provides a 

framework for analyzing the performance of a network 

based upon its topology and connectivity. The star topology 

in Fig. 3 has each node connected to a central hub, where 

those connections are point to point, and the hub is the 

critical point of failure [9]. In contrast, the mesh topology 

provides redundant paths between nodes that can be partially 

or fully connected and there is not a particular critical point 

of failure [10].  

As seen if Fig. 2, a tactical network is often a hybrid of 

these two topologies. In this figure, each battalion has a star 

network. This gives the central router connecting each of the 

clients (ISYSCON, ASAS etc…) on the battalion network a 

much greater weight than the client nodes themselves with 

respect to connectivity because if the central router is 

disabled then that battalion network is disabled. In contrast, 

the battalions and the higher headquarters communicate in a 

mesh network consisting of satellite and radio links labeled 

as the CPN and JNN. 

Network graph theory measures provide a convenient way 

to assess how well connected a network is currently and how 

robust it is to further attack (i.e. how much redundancy still 

exists). For our first measure, we acknowledge that our 

network initially functions at 100% connectivity, meaning 

all nodes are connected. As an availability attack  

 

 

 

Fig. 3. This figure illustrates network topologies.  The figure on the left 
depicts a star topology, in which the central node is the most critical for the 

network.  The figure on the right illustrates the redundant connections 

between nodes in a mesh topology, in which all nodes conect to each other.   

commences, a subgroup of nodes can lose connection from 

the network. We call the two separated groups in a network 

components [11]. In order to measure the connectivity of the 

divided network, we divide the size of the larger component, 

kL, by the total number of nodes in the network as shown 

below in Equation (3). 

g

k
tyConnectivi L                                 (3) 

 

Using as an example a tactical network with 131 nodes; 

if an attack causes a battalion with 10 computers to lose 

connection from the rest of the network, the remaining 

brigade network is the larger component with 120 nodes 

while the smaller component only has 11 nodes (keeping in 

mind the battalion router is also a node). Therefore, the 

network connectivity is 
   

   
             Furthermore, 

we can also calculate the value of information available, V, 

using the ratio between information value available in the 

larger component and the sum of information value in all 

components (which is by definition 100%). The value of the 

information available is calculated using the weighting 

approach discussed in the previous section. 

 

  
                              

                        
                      (4) 

 

In order to determine how robust a network is to future 

attacks, we measure the density, d, of the network [11]. This 

measure is a comparison between the number of links 

present in a network, L, and the total number of possible 

links, given by  
      

 
, with g representing the number of 

nodes in the network. The equation to find the density of our 

network is Equation (5): 

  
)1(

2




gg

L
d

                                      

 (5) 

 

As an example, we can compare the star and mesh 

topologies illustrated in Fig. 3. We find the density of the 

mesh network to be 
    

      
 

  

  
   or 100%. As can be 

seen, losing any single link will not affect the connectivity of 

the network, although it will reduce the systems redundancy 

(weakening the network to future attack). In contrast, the star 

TABLE I 
NETWORK DAMAGE 

File-Type Ci Ai Fi Wi Ti 

SIGACTS 1 1 100% 40% 40% 
Maps & Graphics 400 500 80% 20% 16% 

Orders 6 30 20% 20% 4% 

Email 5,000 10,000 50% 10% 5% 
INTEL Reports 100 200 50% 6% 3% 

C2 Files 0 1 0% 4 % 0% 

   Σ 100% 68% 
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topology has a density of 
   

      
 

  

  
     or 33%. The star 

network’s 33% density is much more vulnerable to 

capability loss - every destroyed link will reduce the 

network’s connectivity. 

C. Simulation Modeling of a Network 

To create our model, three different simulation software 

systems were considered: OPNET, NS3 and NETLOGO. 

OPNET [12] and NS3 [13], are discrete model simulators 

and are not preferred due to their inability to model 

behaviors of independent data packets. In comparison, the 

multi-agent based simulator, NETLOGO [14], provides the 

necessary functionality for modeling the behavior of an 

independent agent such as a virus on a network, or more 

importantly, the ability to track specific agents (such as files 

and packets) and their status as they move throughout a 

network. It is also the most user-friendly software of the 

three, as it contains a large library of sample models such as 

an example model demonstrating the spread of a virus on a 

network [15].  

Our network model uses agent-based simulation in order 

to model the flow of information at the packet level with 

dictated behavior specific to an individual agent or group of 

agents. The advantage to using an agent-based, rather than a 

discrete-event, simulation model in this situation is that 

agent-based models focus on the relationship between 

entities from the bottom-up (such as at the packet level), 

rather than the entire system from the top-down. These 

agents are also autonomous, which allows for the assignment 

of simple rules to each agent set. With these rules, the agents 

can operate devoid of the need of an internal event queue, 

the foundation of discrete-event simulation, to dictate their 

behavior and can rely solely on their rule set and cognizance 

of pertinent information in order to perform an action at an 

instantaneous moment within the model [16].  The 

simulation models the following agent sets and properties: 

 

 Computers/Servers – Occupy physical space on the 

network as nodes and have hard drives on which files 

are stored. 

 Hard drives – Exist under the physical representation of 

computers and servers. They facilitate the propagation 

and storage of files. 

 Files – Information stored on hard drives (which exist 

on computers and servers). Vary in type and size. 

 Packets – Formatted data subunit into which files are 

broken down at origin nodes for network travel and then 

reassembled from at destination. 

 Links – Pathways through which network travel of 

packets occurs. 

 Routers – Intermediate points along a packet’s route of 

travel along a network path that directs them towards 

their destination nodes. 

 

Organic to the simulation model is an interface allowing 

the user to create a network in one of three configurations, 

attack that network, and monitor network statistics 

throughout the course of a simulation run. Specific functions 

include: 

 

 Network Topology Selection – Complete Hybrid 

(Mesh), Limited Hybrid (Mesh), or Star 

 Network Structure/Functionality Options – Number of 

Computers per Router, Network Traffic Load, & Server 

Exchange Rates 

 An interface to allow the user to launch confidentiality 

attacks within the network. Efforts to create an interface 

for user-controlled integrity attacks are underway. 

 The ability for the user to dynamically destroy specific 

network entities (such as nodes, routers, servers, or 

links) during a simulation run in order to model an 

availability attack.  

 Monitoring graphics, such as depicted in Fig. 4, which 

allow the user to view and assess traffic as a network 

administrator would. 

IV. RESULTS 

The resulting simulation provides the opportunity to test 

how various network configurations, topologies, and 

security protocols respond to cyber attacks launched from 

within the network. One example of such an attack is the 

confidentiality attack known as the WikiLeaks scandal, 

during which Army Private First Class Bradley Manning 

was charged with copying “more than 250,000 diplomatic 

cables between March 28 and May 4, 2010” from restricted 

computer systems [17].   

The simulation model creates an environment for user-

controlled confidentiality attacks within the network through 

an interface that allows the user to access and download 

information stored on various locations throughout the 

network. The established network monitoring protocols 

automatically track and record traffic flow across all links. 

Fig. 4 below graphically represents the load across various 

links to specific nodes. Through detailed monitoring 

throughout the progression of a simulation run, it is possible 

to identify nodes with an abnormally large amount of traffic 

being routed to them. A traffic level that exceeds a normal 

threshold is indicative that a certain node could be 

perpetrating a confidentiality attack (or could indicate a user 

with a legitimate need for a large amount of information). 

Unfortunately, the signal that corresponds with the 

attacking computer also shows that some volume of 

information has already been lost. The simulation can track 

the different types of files that were compromised and then 

calculate the resulting value loss using Equation (2). An 

example of such a calculation is provided in Table I, in 

which there was a 68% network loss. This model allows the 

user to test security thresholds in order to determine the ideal 

tradeoff between network security and network usability 

(due to false alarms, etc).   

We can also simulate an availability attack through the 

user interface which allows links, routers, and computers on 

the network to be destroyed dynamically as the simulation  
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Fig. 4. Traffic monitors during a confidentiality attack. Link 17 shows 

current traffic that is within the range of other observed network traffic 
signals. However, average traffic over this link is much higher than all 

other computers and is much higher than the threshold for unusual activity. 

In a similar manner, thresholds can also be added to the current network 
load monitor (on top) to illustrate the maximum carrying capacity of the 

network, providing an opportunity to identify when the network is 

becoming overloaded. 

 

progresses. Referencing Fig. 2, suppose that during an 

availability attack, the central router (JNN satellite link) was 

destroyed. One can see that, in this configuration, all 

information stored on the Brigade C2 servers becomes 

immediately unavailable (a dramatic loss in V, information 

value, ensues) but that the majority of the unit is still 

connected as a large component. In this case, the battalions 

can still communicate, but only by using lower-bandwidth 

CPN links (shown as green links in Fig. 2). The network 

monitors, such as those in Fig. 4, illustrate the corresponding 

shift in traffic to the lower bandwidth links. Using the value 

methodology discussed previously, the simulation model 

dynamically tracks: 

 

 How much of the network is connected (Eq. 3)  

 How much information value is still available on the 

network (Eq. 4) 

 If the network is currently overloaded (Fig. 4)  

 How vulnerable the remaining network is to future 

attack (Eq. 5) 

 

This model therefore provides the opportunity to test the 

robustness of a configuration for a particular tactical 

network under various forms of attack prior to expending 

resources in building it. 

V. FUTURE WORK 

Future development of the model will include the 

integration of viruses and worms that have the ability to 

propagate through the network. Currently, network attacks 

are simulated by a human user interacting with the 

simulation model to launch attacks. An enhanced user 

interface to implement attacks and make further changes to 

organization-specific network topologies and security 

protocols will also be added. In order to provide a more 

detailed analysis of the user-defined security protocols, a 

HID system will also be created to complement the already 

established NID system within the model. 

The last development for this simulation would be the 

validation of the model within a client’s propriety 

environment. We have not yet validated the model to a 

specific military network as proprietary information on 

bandwidth, specific security protocols, and system 

performances are controlled for security purposes. Rather, 

this model provides a methodological approach and general 

template which could be easily adapted to a specific 

network’s topology, structure, bandwidth, and security 

protocols using the provided simulation model user 

interface.  
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