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ABSTRACT 

In the face of globalization and rapidly shrinking product 
life cycle, manufacturing companies are trying different 
means to improve productivity through management of 
machine utilization and product cycle-time. Job shop 
scheduling is an important task for manufacturing industry 
in terms of improving machine utilization and reducing cy-
cle-time. However, job shop scheduling is inherently a NP-
hard problem with no easy solution. This paper describes a 
novel approach that uses the honey bees foraging model to 
solve the job shop scheduling problem. Experimental re-
sults comparing the proposed honey bee colony approach 
with existing approaches such as ant colony and tabu 
search will be presented. 

1 INTRODUCTION 

Intense competition of global market has resulted in chal-
lenging manufacturing environment with lower product 
costs, shorter product life cycles and more product variety. 
The conflicting objectives of maintaining low inventory 
level to reduce costs, and quick response to customer de-
mand to remain competitive calls for an effective scheduling 
algorithm for production shop floor. In this respect, there 
have been extensive studies of scheduling algorithms and 
heuristics in both static and dynamic job shops for decades 
by researchers and practitioners (Gere 1966, Blackstone et. 
al. 1982, Rajendran and Holthaus 1999, Jain and Meeran 
1999) 

A scheduling problem can be characterized by a set of 
jobs, each with one or more operations. The operations of a 
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job are to be performed in a specified sequence on specific 
machines. The objective of scheduling is to determine the 
job schedules that minimize (or maximize) a measure (or 
multiple measures) of performance (Rajendran and 
Holthaus 1999). Due to factorial explosion of possible so-
lutions, job shop scheduling problems are considered to be 
a member of a large class of intractable numerical prob-
lems known as NP-hard (Jain and Meeran 1999). The 
commonly used performance measures that are related to 
job shop scheduling include machine utilization, cycle 
time, throughput rate and inventory level. Of these meas-
ures, utilization of manufacturing resources is of vital im-
portance to any manufacturing enterprise in the global 
competition of today. Improving resource utilization leads 
to better throughput rate and lower product cost. An alter-
native measure of resource utilization is makespan of a 
schedule, which is often studied by research community in 
job shop scheduling problems. 

Solution techniques for shop scheduling problems 
range from simple priority dispatching rules such as FIFO 
(first in first out) and SPT (shortest processing time) to 
more elaborate techniques such as Branch and Bound 
(Brucker et. al. 1994), tabu search (Nowicki and Smutnicki 
1996), shifting bottleneck algorithms (Balas and 
Vazacopoulos 1998), and ant colony (Blum and Sampels 
2004). Meta-heuristics such as tabu search and shifting 
bottleneck procedure have been very successful. These ap-
proaches excel in solution quality as well as in computa-
tion time. Other meta-heuristics that work well when com-
putation time is unconstrained are evolutionary 
computation approaches such as ant colony. 
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This work aims to explore an evolutionary computa-
tion approach, which is based on nectar collection in honey 
bee colonies, to job shop scheduling problems. This re-
search is inspired by the work done by Nakrani and Tovey 
(2004), on using a new honey bee algorithm for dynamic 
allocation of internet servers. In their algorithm, servers 
and HTTP request queues in an Internet server colony are 
modeled as foraging bees and flower patches respectively. 
The experimental results show that the algorithm performs 
reasonably well in the dynamic allocation problem. Based 
on similar idea of honey bee colonies and the behavior of 
forager bees, which is characterized by decentralized and 
elementary interactions, we adapt the algorithm to job shop 
scheduling problem. 

This paper first describes how honey bee colonies de-
ploy forager bees to collect nectar amongst diverse flower 
patches in section 2. Subsequently in section 3, job shop 
scheduling problem is discussed. In section 4, the mapping 
of job shop scheduling meta-heuristic to honey bees forager 
deployment is given. Subsequently, the implementation de-
tails are discussed in section 5. This is then followed by a 
comparative study on the performance of the honey bee ap-
proach on benchmark problems in section 6. The paper fi-
nally ends with conclusions and future works in Section 7. 

2 HONEY BEE COLONY 

Colonies of social insects such as ants and bees have instinct 
ability known as swarm intelligence (Nakrani and Tovey 
2004, Teodorovic and Dell'orco, 2005). This highly organ-
ized behavior enables the colonies of insects to solve prob-
lems beyond capability of individual members by function-
ing collectively and interacting primitively amongst 
members of the group. In a honey bee colony for example, 
this behavior allows honey bees to explore the environment 
in search of flower patches (food sources) and then indicate 
the food source to the other bees of the colony when they 
return to the hive. Such a colony is characterized by self-
organization, adaptiveness and robustness. 

Seeley (1995) proposed a behavioral model of self-
organization for a colony of honey bees. In the model, for-
aging bees visiting flower patches return to the hive with 
nectar as well as a profitability rating of respective patches. 
The collected nectar provides feedback on the current 
status of nectar flow into the hive. The profitability rating 
is a function of nectar quality, nectar bounty and distance 
from the hive. The feedback sets a response threshold for 
an enlisting signal which is known as waggle dance, the 
length of which is dependent on both the response thresh-
old and the profitability rating. The waggle dance is per-
formed on the dance floor where individual foragers can 
observe. The foragers can randomly select a dance to ob-
serve and follow from which they can learn the location of 
the flower patch and leave the hive to forage. This self-
1955
organized model enables proportionate feedback on good-
ness of food sources. 

3 JOB SHOP SCHEDULING 

Job shop scheduling is concerned with finding a sequential 
allocation of competing resources that optimizes a particu-
lar objective function. The deterministic job shop schedul-
ing problem is the most general of the classical scheduling 
problems (Jain and Meeran 1999). The problem consists of 
a finite set J of n jobs to be processed on a finite set M of m 
machines. Each job Ji must be processed on every machine 
and consists of a chain of mi operations Oi1, Oi2,…,Oim, 
which have to be scheduled in a pre-determined given or-
der. Oij is the jth operation of job Ji which has to be proc-
essed on a machine Mx for a processing time period of τij 
without interruption and preemption. Each machine can 
process only one job and each job can be processed by 
only one machine at a time. The longest duration in which 
all operations of all jobs are completed is referred to as the 
makespan Cmax. 

More specifically, let Ai be the set of ordered pairs of 
operations constrained by the precedence relations for each 
job Ji. For each machine Mx, the set Ex describes the set of 
all pairs of operations to be performed on the machine. For 
each operation Oij, let its earliest possible process start time 
be tij. Hence, the job shop scheduling problem can be mod-
eled as: 

 
ti(j+1) – tij ≥ τij  ∀(Oij, Oi(j+1)) ∈ Ai, 
tij – tkl ≥ τkl  or  tkl –  tij ≥ τij ∀(Oij, Okl) ∈ Ex, 
 
Although many objective functions can be considered 

in job shop scheduling problems, makespan is the principal 
criterion for research community and is able to capture the 
fundamental computational difficulty which exists implic-
itly in determining an optimal schedule. Further, makespan 
minimization problem is well defined and is simple to un-
derstand. It is used in our work as a proving ground for the 
proposed honey bee colony algorithm for job shop schedul-
ing problems. 

A common representation for job shop scheduling 
problem is the disjunctive graph. In the graph, there is a 
node for each operation. There are also two additional 
nodes, known as source and sink to represent the initial and 
final operations respectively. The positive weight of each 
node is equivalent to the processing time of the corre-
sponding operation. The starting and completion times of 
the source and sink represent the starting and finishing 
times of the job shop problem respectively. The source is 
connected to the initial operation of each job whereas the 
final operation of each job is connected to the sink. 

A set of directed conjunctive arcs is used to represent 
the precedence constraints for each job. A set of disjunc-
tive arcs is used to represent capacity constraints to ensure 
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that no two operations processed by the same machine can 
be executed simultaneously. An example of a 3 x 3 dis-
junctive graph is shown in Figure 1. The conjunctives arcs 
are shown by solid lines while the dotted lines represent 
disjunctive arcs. The set of operations on each machine is 
given by: M1 = {O11, O22, O32}, M2 = {O12, O23, O33} and 
M3 = {O13, O21, O31} 

Solutions to a job shop scheduling problem can be ob-
tained by directing the disjunctive arcs of the disjunctive 
graph according to the machine permutations (i.e. by mak-
ing bidirectional arcs to become unidirectional arcs). The 
makespan of a solution is the length of the longest directed 
path in the graph. The length of the path is given by the 
sum of the processing times of the operations on that path. 
A feasible solution to the earlier job shop scheduling prob-
lem is presented in Figure 2. 
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Figure 1: A Disjunctive Graph Representation of a 3x3 In-
stance 
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Figure 2: A Feasible Solution 

 
To better visualize, a Gantt chart for the solution is 

shown in Figure 3. The longest path is given by the set of 
operations {O23, O33, O31, O32}, which give a makespan of 
16. 
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Figure 3: Gantt Chart of the Feasible Solution 

4 HONEY BEE COLONY ALGORITHMS 

This section details algorithms to perform job shop sched-
uling inspired by the behavior of honey bee colony. The 
challenge is to adapt the self-organization behavior of the 
colony for solving job shop scheduling problems. There 
are two major characteristics of the bee colony in searching 
for food sources: waggle dance and forage (or nectar ex-
ploration). We will discuss in separate sub-sections on how 
we map these characteristics of a bee colony to job shop 
scheduling. 

4.1 Waggle Dance 

A forager fi on return to the hive from nectar exploration 
will attempt with probability p to perform waggle dance on 
the dance floor with duration D = diA, where di changes 
with profitability rating while A denotes waggle dance 
scaling factor. Further, it will also attempt with probability 
ri to observe and follow a randomly selected dance. The 
probability ri is dynamic and also changes with profitabil-
ity rating. If a forager chooses to follow a selected dance, it 
will use the ‘path’ taken by the forager performing the 
dance to guide its direction for flower patches. We term the 
path as ‘preferred path’. The path for a forager is a series 
of landmarks from a source (hive) to a destination (nectar). 

For job shop scheduling, the profitability rating should 
be related to the objective function, which in our case, is 
makespan. Let Pfi denote the profitability rating for a fora-
ger, it is given by: 

 

ii C
Pf

max

1=  

 
where, 

iCmax  = makespan of the schedule generated by a 
forager fi 

 
The bee colony’s average profitability rating, Pfcolony is 

given by: 
 

∑ =
= n

j jcolony Cn
Pf

1
max
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where, 

  n  = number of waggle dance at time t (we only con-
sider those bees that dance when computing profitability 
rating) 

  jCmax  = makespan of the schedule generated by a 
forage fj performing waggle dance 

The dance duration, di is given by: 
 

colony

i
i Pf

Pf
d =  

 
The probability ri of following a path is adjusted ac-

cording the profitability ratings of a forager and the colony 
based on the lookup table 1 (adopted from Nakrani and 
Tovey 2004). Essentially, a forager is more likely to ran-
domly observe and follow a waggle dance on the dance 
floor if its profitability rating is low as compared to the 
colony’s. 

 
Table 1: Lookup Table for Adjusting Probability of Fol-
lowing a Waggle Dance 

Profitability Rating ri 
Pfi < 0.9Pfcolony 0.60 
0.9Pfcolony ≤ Pfi < 0.95Pfcolony 0.20 
0.95Pfcolony ≤ Pfi < 1.15Pfcolony 0.02 
1.15Pfcolony ≤ Pfi  0.00 

4.2 Forage (Nectar Exploration) 

For foraging algorithm, a population of l foragers is de-
fined in the colony. These foragers cyclically construct so-
lutions to the job shop scheduling problems. The foragers 
move along branches from one node to another node in the 
disjunctive graph and so construct paths representing solu-
tions. A forager must visit every node once and only once 
in the graph, starting from initial node (i.e. source) and fin-
ishing at final node (i.e. sink), so as to construct a complete 
solution. When a forager is at a specific node, it can only 
move to next node that is defined in a list of presently al-
lowed nodes, imposed by precedence constraints of opera-
tions. A forager chooses the next node from the list accord-
ing to the state transition rule: 
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where, 
1957
  ijρ  = rating of the edge between nodei and nodej  

  ijd  = heuristic distance between nodei and nodej 

  ijP  = probability to branch from nodei and nodej 
 
The rating ijρ  of the edge (directed) between nodei 

and nodej is given by: 
 

⎪⎩

⎪
⎨
⎧

−
−=

mk
mij α

α
ρ 1  

 
where, 

 α  = value assigned to the preferred path, α  < 1.0 
 k  = number of allowed nodes 
 m  = number of preferred path, m  = 1 or 0 
 
Based on the expression, it should be noted that for the 

first nectar exploration expedition by the foragers, ijρ  will 
be assigned the same value for all allowed nodes (since m 
= 0). 

The parameters α and β tune the relative importance in 
probability of the ‘weight’ in edges found in the preferred 
path versus the heuristic distance. According to this rule, 
edges that are found in the preferred path and that are 
shorter will have a higher probability to be chosen for the 
solution. The heuristic distance is the processing time of 
the operation associated with nodej. When a forager com-
pletes a full path, the edges it has traveled and the 
makespan of the resulting solution will be kept for the 
waggle dance when it returns to the hive. 

4.3 Algorithmic Framework 

A combination of forage and waggle dance algorithms 
constitutes one cycle (or iteration) in this evolutionary 
computation approach. This computation will run for a 
specific number of iterations Nmax. The best solution during 
the iteration process will be presented as final schedule at 
the end of run. The algorithmic framework of the schedul-
ing algorithm is presented in Algorithm 1. 
 
ALGORITHM 1: Algorithmic framework for job shop 
scheduling problem 

 
for i = 1 to Nmax 
for j = 1 to l 
   Forage 
       Save best solution 
       Waggle dance 
end for 
end for 
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5 IMPLEMENTATION DETAILS 

The honey bee colony algorithms are developed using Java 
on Windows XP platform. A list of elite solutions is used 
to denote foragers that are currently performing waggle 
dance on the dance floor. The duration of a waggle dance 
is linked to the number of iterations that an elite solution is 
allowed to stay in the list. Each elite solution contains 
forager’s path, its makespan, maximum number of itera-
tions allowed and the iteration number (i = 1 to Nmax) when 
a solution is added into the list. After every foraging cycle, 
the list is updated to remove elite solutions that have ex-
ceeded the maximum number of iterations. 

In our implementation, the path is stored in a list. This 
list contains edges that connect two operations together. 
The edges are directional, connecting two consecutive op-
erations. For the solution in Figure 3, the edges are {O, 
O11}, {O11, O21}, {O21, O31}, {O31, O22}, {O22, O12}, {O12, 
O32}, {O32, O23}, {O23, O13}, {O13, O33}, and {O33, *}. O 
and * are source and sink respectively. 

The forage algorithm is related to operation scheduling 
heuristic. There are two alternative approaches: operation 
centric or machine centric. In operation centric approach, a 
list of currently eligible operations that can be scheduled is 
always maintained during scheduling process. To be eligi-
ble, an operation’s preceding operation (of a job) must 
have been scheduled. Each operation in the list is checked 
against the most recently scheduled operation (on the same 
machine) to identify if the ‘edge’ between the two opera-
tions (the most recently scheduled operation and the opera-
tion under consideration from the list) is found in the pre-
ferred path. Higher rating ijρ  will be assigned to the 
operation with edge found in the path. The operation 
scheduling starts with a list of the first operations of all 
jobs, and proceeds with operation selection algorithm out-
lined in section 4.2. When an operation is scheduled, it will 
be removed from the list and its succeeding operation (if 
any) will be added into the list. 

For machine centric approach, a discrete-event simula-
tion based technique is used to perform operation schedul-
ing. An event list of events, which are in sorted order of 
increasing time, is maintained during scheduling process. 
At time t = 0, events relating to machine-ready status are 
inserted into the list. Events in the list are removed and 
executed one by one according to the event time. In case of 
tie for events having the same time, an event will be ran-
domly picked. For the machine that is associated with the 
selected event, a list of currently eligible operations will be 
identified. Each operation in the list is checked against the 
most recently scheduled operation on the same machine to 
identify if the ‘edge’ between the two operations is found 
in the preferred path. Higher rating ijρ  will be assigned to 
the operation if the edge is found in the path. An operation 
is selected among the eligible ones according to algorithm 
1958
described in section 4.2. When an operation Oik is sched-
uled on the machine, a new event of machine-ready status 
for the machine with time t + τik will be inserted into the 
event list (if there is still pending operation(s) to be sched-
uled on the machine). The whole procedure repeats until 
the event list becomes empty. 

6 EXPERIMENTAL EVALUATION 

In this section we describe the benchmark problems, 
benchmark algorithms and present experimental results 
comparing the performance of honey bee algorithm with 
ant colony and tabu search algorithms. 

6.1 Problem Instances 

The performance of the honey bee colony scheduling 
approach is studied by evaluating them on the following 82 
job shop problem instances (Ganesan et. al. 2004): 

 
 3 problems from Fisher & Thompson (1963), re-

ferred as ftp06, ftp10 and ftp20 
 40 problems from Lawrence (1984), referred as 

la01 – la40 
 20 problems due to Storer et al. (1992), referred as 

swv01 – swv20 
 10 problems used by Applegate and Cook (1991), 

referred as orb1 – orb10 
 4 problems used by Yamada and Nakano (1992), 

referred as yn1 – yn4 
 5 problems formulated by Adams et al. (1988), re-

ferred as abz5 – abz9 
 
The sizes of these problems range from 6 to 50 jobs 

and 5 to 20 machines. Larger sizes of shop problems are 
not considered in the study as past results have concluded 
that the size of the shop does not affect the relative per-
formance of dispatching rules, and valid conclusions could 
be drawn from experiment with relatively small shops 
(Nanot 1963, Buffa 1968). 

6.2 Benchmark Algorithms 

To compare and evaluate the performance of the proposed 
bee colony algorithm, we have included two other meta-
heuristics in our experimental study. The first is an ant col-
ony algorithm based on the work done by Dorigo et al. 
(1996). The second algorithm is a tabu search algorithm 
developed by Nowicki and Smutnicki (1996). 

Ant algorithms are a class of meta-heuristic search al-
gorithms that have been successfully applied to solving job 
shop scheduling problems. Ant algorithms are biologically 
inspired from the behavior of colonies of real ants on how 
they forage for food. Ants communicate with one another 
through indirect means by making modifications to the 
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concentration of highly volatile chemicals called phero-
mones in their immediate environment. Since both ant al-
gorithms and bee algorithms are based on self-organization 
of colonies to forage food sources, we reason it is orderly 
to compare the performance of both algorithms. 

Tabu search is a meta-heuristic based on a local search 
technique which attempts to exploit the solution space be-
yond local optimality. It is a simple technique that attempts 
to guide a search process away from solutions that appear 
to duplicate or resemble previously achieved solutions. 
tabu search is an iterative approach improving on existing 
solutions and thus requires an initial solution to be con-
structed by other scheduling techniques. A good neighbor-
hood structure plays an important role in tabu search, and it 
is one of the reasons why tabu search algorithm developed 
by Nowicki and Smutnicki (1996) is so successful. Their 
algorithm is one of the most efficient tabu search imple-
mentations for the performance criteria of makespan 
(Blazewicz et. al. 1996). By considering tabu search heu-
ristic in our study, we can thus benchmark the proposed 
bee algorithm to one of the best in class. 

6.3 Experiments and Results 

Since both the bee and ant algorithms rely on random dis-
tribution function to construct solutions, a total of 5 repli-
cation runs have been performed for each job shop prob-
lem to obtain average results. Further, we have performed 
fine tuning on the parameters for the algorithms, and the 
final settings of major parameters are presented in Table 2. 

Our initial experimentation indicates that the machine 
centric approach to operation scheduling always lead to 
better solutions comparing to operation centric approach. 
We therefore adopt machine centric approach in our ex-
periments. 

Table 3 summarizes the results on the relative per-
formance of makespan in terms of percentage for bee col-
ony, ant colony and tabu search algorithms. The results 
show the average, minimum and maximum percentage dif-
ferences from the best known makespan for the 82 job 
shop problems. The second last row records the number of 
best solutions achieved among the three heuristics. The last 
row exhibits the relative execution time for the three heu-
ristics. 

From the results, it is obvious that tabu search outper-
forms other two heuristics. Tabu search records the closest 
results to the best known solutions and has the most num-
ber of best solutions. Further, it also manages to achieve 
best results in the shortest execution time. These spectacu-
lar results are attributed to the efficient critical block 
neighborhoods. Moreover, a tabu list that keeps track of 
the most recent tabu moves prevents the search algorithm 
to be locked in local minimums. 
 
 

1959
Table 2: Parameter Settings for the Algorithms 

Parameter Bee 
colony 

Ant 
colony 

Tabu 
search 

Maximum number of 
iterations, Nmax 

1000 1000 500 

Population size, l Number 
of jobs 

Number 
of jobs 

 

Alpha, α 1.0 1.0  
Beta, β 1.0 1.0  
Rating, ρij 0.9   
Scaling factor, A 100   
Evaporation coeffi-
cient, ρ 

 0.01  

Maximum number of 
elite solution   

20  20 

Maximum size of tabu 
list 

  8 

 
Table 3: Relative Performance of Bee Colony, Ant Colony 
and Tabu Search Heuristics 

Relative  
Improvement 

Bee  
colony 

Ant  
colony 

Tabu 
search 

Mean (%) 11.08 11.45 5.17 
Minimum (%) 0 0 0 
Maximum (%) 38.09 38.70 24.23 
Number of best 
solutions 

14 13 27 

Relative execu-
tion time 

1.09x 1.19x 1x 

 
Comparing the performance of peers, bee colony and 

ant colony heuristics, bee algorithm performs slightly bet-
ter than ant algorithm. Bee algorithm achieves better mean 
and maximum percentages as well as higher number of 
best solutions in comparison to ant algorithm. The time 
taken to solve the 82 job shop problems for both heuristics 
is approximately equal with bee colony being slightly 
faster. Evidently, both heuristics under perform tabu search 
primarily due to: 1) solutions are always constructed from 
scratch, instead of the more efficient operation swaps in 
tabu search; 2) no clear scheme to escape from being 
locked into local minimums. 

7 CONCLUSIONS AND FUTURE WORKS 

We have implemented a job shop scheduling algorithm 
based on self-organization of honey bee colony for solving 
job shop scheduling problems. It is found that the perform-
ance of the algorithm is comparable to ant colony algo-
rithms, but gaps behind the efficient tabu search heuristics. 
Since the bee algorithm is our first implementation, we be-
lieve there is much room for improvement. 

We intend to test the bee algorithms on semiconductor 
manufacturing scheduling problems. One of the works we 
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intend to pursue is to deploy the algorithms in a distributed 
computing environment using software agents. Prior work 
has already been carried out using agents in symbiotic 
simulation of semiconductor assembly and test operation 
(Low et. al. 2005). In comparison to ant colony algorithms, 
it will be relatively easier to treat each bee forager as an 
agent in the bee colony algorithms since the issue of share 
state in maintaining a global pheromone table in ant algo-
rithms does not occur. 

Further works can obviously be done to enhance the 
bee algorithms. A research area to focus on is to incorpo-
rate local search heuristics based on an effective critical 
block neighborhood structure on every schedule generated 
by forage heuristic. Another area of research is to consider 
penalizing edges (lower rating ijρ ) that are in opposite di-
rections to the edges in the preferred path. As operation 
centric and machine centric scheduling methods have their 
respective strengths and weaknesses, it is proposed that 
both methods can be used jointly in the honey bee colony 
algorithm. 
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