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ABSTRACT

The integration of optimization and simulation has becom
nearly ubiquitous in practice, as most discrete-event si
ulation packages now include some type of optimizatio
routine. This panel session’s objective was to explore t
present state of the art in simulation optimization, prevailin
issues for researchers, and future prospects for the fie
The composition of the panel included views from both sim
ulation software developers and academic researchers. T
Proceedings paper begins with a brief overview of som
issues, introduced by the chairman and organizer of t
session, followed by the position statements of the pan
members, which served as a starting point for the pan
discussion.

1 INTRODUCTION AND OVERVIEW

Integrating “optimization” routines (the reason for the quote
will be explained shortly) into simulation packages ha
become almost a necessity for commercial providers
discrete-event simulation software. This is, however, a fair
recent development. One way to see this is to compa
the newest (third) editions of two of the most popula
textbooks for simulation courses – Law and Kelton (2000
610
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and Banks, Carson, Nelson and Nicol (2000) – with the
previous editions. For example, all of the currently availab
software routines for performing optimization listed in Law
and Kelton (2000, p.664) — AutoStat, OptQuest, OPTIMIZ
SimRunner2, and WITNESS Optimizer (Three of thes
commercial packages are represented on the panel.)
were not in existence at the time of the earlier printing
The goal of these routines is to seek improved settings of us
selected system parameters with respect to the performa
measure(s) of interest. However, unlike in mathematic
programming software packages, the user has no way
knowing if an optimum has actually been reached (hen
the quotations around optimization at the beginning of th
paragraph).

The term “simulation optimization" has itself become
more widespread; for example it is one of the new entries
the updated 2nd edition of theEncyclopedia of Operations
Research and Management Science(Gass and Harris 2000),
published in November of this year. We distinguish betwee
the simulation optimization focused on by the panel and th
of choosing from a given large set of alternatives, where s
tistical ranking & selection (multiple comparison) method
can be applied (e.g., Goldsman et al. 1999). The prima
difference is that in the setting we consider, a constrai
set (possibly unbounded and uncountable) is provided, o
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which the algorithm seeks improved solutions, whereas
the ranking & selection setting, a fixed set of alternative
is provided a priori. In the former case, the focus is on th
searching mechanism, whereas in the latter, statistical co
siderations are paramount. Clearly statistics must also co
into play if any convergence results are to be rigorous
established for the search algorithms.

The five packages listed previously all use metaheuri
tics from combinatorial optimization based on evolution
strategies such as genetic algorithms, tabu search, sca
search (see Glover, Kelly, and Laguna 1999), with som
adaptation of other techniques taken from the determinis
optimization literature, e.g., neural networks and simulate
annealing (even though the latter is probabilistic in natur
it has been primarily applied to deterministic problems
On the other hand, the research literature in simulatio
optimization (refer to Andradóttir 1998 or Fu 1994) is dom
inated by continuous-parameter stochastic approximati
methods (with more recent work on random search met
ods for discrete parameters problems), which concentra
on local search strategies based on a single point, versus
group or family of points adopted by many of the strategie
above. Yet another approach is the so-called sample p
optimization approach, which like the first set of strategie
adopts deterministic algorithms, but instead of combinat
rial approaches, uses nonlinear programming algorithm
These implementations actually exploit the wide availabi
ity of code for these algorithms (e.g., Gürkan, Özge, an
Robinson 1999).

In putting together the panel, a conscious effort wa
made to cover the spectrum of disparate perspectives,
cluding both academic researchers and commercial softw
vendors (note that a large number of the panelists wear bo
hats, which is a healthy sign for integrating research in
practice by way of commercial software development), an
representing each of the major approaches to simulati
optimization. Roughly speaking, in light of the discussio
above, these approaches can be categorized as follows

• gradient-based and random search algorithm
(mainly stochastic approximation);

• evolutionary algorithms and metaheuristics
(including genetic algorithms and tabu search);

• mathematical programming-based approaches
(mainly the sample path method);

• statistical search techniques, such as sequen
response surface methodology.

To recap, in terms of software implementation, the ove
whelming majority of the available routines are based o
the second approach. On the other hand, a perusal of
simulationresearch literature would find a stark reversal o
this situation, i.e., the other approaches (especially the fi
approach) are much better represented in archival journ
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on simulation. Indeed, other than in the Winter Simulation
Proceedings, one would be hard-pressed to find publish
examples of metaheuristics in the simulation literature.

Why is this the case? you might ask. There appears
be two major barriers: either the algorithms that are imple
mented are notprovablyconvergent, or the use of simulation
is secondary, i.e., the simulation model is merely treate
as a black box, in which case it seems more appropria
that the algorithm be published in theJournal of Heuristics
than in theACM Transactions on Modeling and Computer
Simulation.

The next section provides the position statements of th
individual panelists. I end this section with a brief summary
of my own view of the primary challenges faced in truly
integrating optimization into simulation (Fu 2001):

• providing some measure of goodness (other tha
just improvement over the starting point, which
most packages provide) for the metaheuristics tha
dominate the commercial field (see also Carso
and Glover/Kelly statements);

• developing practical and effective implementation
of algorithms with proven convergence properties
that dominate the research literature (see also An
dradóttir and Robinson statements).

In addition, I believe the prospects for the so-called ordina
optimization approach of Ho et al. (1992, 2000) have yet t
be fully exploited in simulation optimization. The key idea
behind this approach is that it is much easier to determin
approximate order than precise estimation. In other word
by treating the simulation model as a black box, as mos
metaheuristic approaches do, there is an immense waste
simulation replications used to obtain precise estimates
parameter settings whose poor relative performance becom
apparent with just a few replications. Related to this avoidin
wasted simulation philosophy is the idea of factor screenin
(see Harrell statement).

2 POSITION STATEMENTS

Each panelist was asked to provide a short statement summ
rizing his/her assessment of the state of the art in simulatio
optimization, both in research and in practice. In particular
the panelists were encouraged to expound upon what th
felt are recent major advances and most urgent needs in t
area.

2.1 Sigrún Andradóttir, Georgia Institute of Technology

The field of simulation optimization is concerned with the use
of simulation to design and optimize systems (Andradótti
1998). This is fundamentally a challenging problem be
cause using simulation to estimate the performance of
1
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single system design often requires a substantial amou
of computer time, and determining the optimal system d
sign is obviously a more difficult problem because of th
need to evaluate the system performance for several d
ferent designs. Different approaches to solving simulatio
optimization problems have been developed, ranging fro
heuristic approaches to rigorous methods that provide so
performance guarantees (e.g., convergence with probabi
one to the set of global optimal solutions as the comput
tional budget grows, assurance that the solution provid
by the method is near-optimal with specified probability
etc.). The class of rigorous simulation optimization meth
ods includes vastly different approaches, such as statisti
methods (e.g., ranking, selection, and multiple comparis
approaches), methods that use gradient estimates for con
uous parameter optimization (e.g., stochastic approximati
and sample path approaches), random search methods (
simulated annealing), etc.

Much of the research on simulation optimization to dat
is concerned with methods that require a certain amount
sophistication on the part of the user, in terms of unde
standing both the details of the optimization approach bein
used and the nature of the stochastic processes underly
the simulation. Moreover, in order to guarantee conve
gence, these approaches are sometimes rather conserva
which can lead to slow convergence in practice. This h
lead many practitioners to use heuristic approaches inste
which are designed to provide an answer relatively quick
but without assurances about the quality of that answer.

To bridge the gap between simulation researchers a
practitioners when it comes to system design and op
mization, it is important to develop efficient, easy to use
and rigorous approaches for solving simulation optimizatio
problems. In particular, it is important to develop genera
purpose methods that are suitable for solving a wide range
simulation optimization problems and hence are appropria
for inclusion in general purpose simulation languages.
is also important to develop special purpose methods a
software that can be used to solve important special clas
of simulation optimization problems by even a novice sim
ulation practitioner, and that take advantage of the structu
of the underlying optimization problem to achieve faste
convergence than the general purpose approaches descr
above.

The previous paragraph addresses the need for e
cient simulation optimization methods designed for use b
practitioners that are not experts on simulation optimiza
tion. The continued development of more sophisticate
approaches that can be adapted by experts in the simu
tion optimization area to exploit special structure to solv
specific optimization problems with high efficiency is also
important. Such research is likely both to lead to optimiza
tion methods and software suitable for use by even novi
simulation practitioners, and also to have applications
61
nt
-

f-

e
ty
-
d

al
n
in-
n
.g.,

f
-
g
ng
-
ive,
s
d,

d
-

f
e
t
d
es

e

ed

-

-

a-

e

solving stochastic optimization problems that do not li
within the traditional field of simulation optimization.

2.2 John Carson, AutoSimulations

From a simulation practitioner’s and software vendor’s pe
spective, it appears the market is crowded with far too ma
competing optimization methods for a layman to sort the
all out. We have genetic algorithms, evolution strategie
tabu search, scatter search, neural networks, simulated
nealing, not to mention combinations of these along wi
the old-fashioned gradient methods. What’s a non-exp
to do? While many commercial products now offer opt
mization, what method should they use? Does it matte
Which is the best? Which will give the best answer wit
the least computing time?

For a simulation software vendor, the challenge is
figure out the best method to implement in their outpu
analysis package. For marketing reasons, most if not
vendors have implemented some form of optimization.

What is needed are thorough review, evaluations, guid
lines and recommendations from researchers to simulat
vendors. (There are very few practitioners who would im
plement an optimization routine; it must go from researc
to commercial software to practice.) What’s needed mo
at this time, I feel, is for an unbiased researcher to te
all methods under a variety of types of models, and the
communicate the results to the simulation community.

2.3 Fred Glover and James P. Kelly, University
of Colorado and OptTek Systems

1. Simulation optimization applies to an extremel
broad area of practical applications, well beyon
the range that most current researchers and pr
titioners are aware of.

2. These application domains afford a wealth of oppo
tunities for treating critical issues of uncertainty an
complexity – issues that have been incomplete
handled by the theory and attempted practical im
plementations of the past.

3. Ironically, traditional statistics and optimization do
not provide the major point of access to simulatio
optimization. Although these classical domain
are strongly relevant, they operate as a “suppo
ing player" to the area of metaheuristics, whic
takes a dominant role in integrating simulation
and optimization (e.g. Glover, Kelly, and Laguna
1999).

4. It is no coincidence that simulation optimization is
only now emerging as a prominent practical tool, a
innovations in metaheuristics have reached a po
where they allow real world problems to be solve
that have previously been beyond reach. Even s
2
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the developments of “mainstream metaheuristic
are not sufficient to provide the best methods fo
integrating simulation and optimization. Specia
approaches based on considerations not previou
envisioned are making new levels of performanc
possible in this highly challenging area – perfor
mance that exceeds the outcomes of “mainstrea
metaheuristics" by wide margins, in some case
two to three orders of magnitude.

5. An important recent development in simulatio
optimization is the emergence of applications be
yond what we normally view as “simulation based"
Any setting that involves expensive or highly com
plex operations to evaluate a proposed solutio
is a candidate for being treated by the method
ology of simulation optimization. Consequently
applications are springing up in realms of busines
and industry that traditionally are not conceived a
linked to simulation.

6. Areas that bear special watching in the future in
clude the “glamour technologies" as well as the ha
core business and industrial areas – technolog
such as DNA sequencing and assembly, web-bas
analysis, and telecommunications. Included in th
list of applications that offer special future promise
is the design and tuning of algorithms themselve

2.4 Charles Harrell, Brigham Young University
and ProModel Corporation

I believe that simulation optimization has generally bee
well received and, for the most part, intelligently applied
The seamless integration of optimization with commerci
simulation software has certainly contributed to its succe
(e.g., Price and Harrell 1999). Optimization relieves muc
of the trial-and-error approach to experimentation and c
even reveal superior solutions that may not be intuitive
obvious. Simulation optimization is not a replacement fo
traditional experimentation and output analysis, howeve
and should continue to be viewed as only part of an over
output analysis methodology.

Much of the future improvement needed in simulatio
optimization pertains to speed and validity of the result
Much of the speed improvement can be obtained by ta
ing better advantage of multi-processing technology whic
would enable multiple experiments to be run concurrent
Another way for improving the efficiency of the optimization
is to integrate it with statistical factor screening technique
and ranking and selection techniques. For example,
ter a user defines a goal (objective function) and decisi
variables (input factors or controllable variables), a fact
screening utility could be run first to “weed out" inpu
factors that do not significantly influence the value of th
objective function. Then the optimization could be run o
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the reduced search space. This would be useful in case
when the user believes that a certain input factor influence
the objective function but does not know for sure.

Research needs to be conducted in the use of techniqu
for improving search algorithms so they are able to quickly
discern whether the mean performance of different solution
is truly (significantly) different as solutions are evaluated
during the search. Likewise, more work is needed to develo
methods for automatically determining the end of the warm
up period for non-terminating simulations. This is necessary
because the length of the warm-up period for a model ca
change as new scenarios are automatically generated a
simulated by the optimizer. Optimizers usually assume the
same warmup period for each scenario, even though it ma
actually be different. Determining the end of the warm-
up period on the fly is difficult and there is no foolproof
technique that works in all cases. However, it stands to
reason that some reasonably accurate automated techniq
would be better than doing nothing at all.

New innovations in simulation optimization are con-
tinually being developed (e.g., Bowden and Hall 1998).
The thoughts presented here represent just a few of th
areas where significant improvements are still waiting to
be made. As the technology progresses and practitione
become more aware of its benefits and educated in its use,
will become an increasingly integral part of the simulation
experimentation process.

2.5 Yu-Chi Ho, Harvard University

There is no question that simulation is the only genera
purpose and generally applicable modeling tool for truly
complex systems, natural or human made. If simulation
models are used for design and optimization (as oppose
to validation) purposes, then the users are faced with som
fundamental limitations on computation. Among these are

1. the 1/(simulation length)1/2 limit — confidence
interval cannot decrease faster than this;

2. combinatorial explosion of the search space or the
curse of dimensionality;

3. lack of structure for many of the search spaces
which implies that one cannot do better than blind
search on the average.

Any one or combination of the above can render a direc
attack on the performance optimization via simulation mod-
els infeasible. The thesis of my panel remarks is that in the
face of such basic difficulties some strategic re-direction
of effort is required. Two major thrusts are proposed (Ho
et al. 2000). First, we need to lower or soften our goals
Instead of asking “the best for sure" settle for “the good
enough with high probability". This is implicit in many tools
of computational intelligence such as Genetic Algorithm,
3
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Fuzzy Logic, etc., and explicitly in Ordinal Optimization
(Ho et al. 1992). Second, we need in our process of o
timization to constantly strike a balance between “bread
vs. depth" or “search for better designs vs. making su
the current designs are indeed good enough" . Simul
tion resources should be constantly applied with the abo
trade off in mind. As an example consider the tradeo
between using the “Nested Partition" method for “breadth
search, and the “Optimal Computing Budget Allocation
method for deciding which design performance to pursue
“depth" (i.e., narrow its confidence interval via increasing
its simulation length).

We submit that these two considerations define a gene
framework within which we can address the integration o
simulation and optimization for computationally complex
systems.

2.6 Stephen M. Robinson, University
of Wisconsin-Madison

As my experience with simulation optimization may have
been somewhat different from that of others in this panel,
might start with a few words about that. My early optimiza-
tion research experience was in the deterministic optimiz
tion community. I have been involved for the last 10-12 year
with particular kinds of stochastic optimization problems
including some originating in decision-making problems
faced by the military. Originally these were mainly of types
that could be formulated satisfactorily by using scenario
with subsequent reduction to large structured determinist
problems. However, more recently some of these problem
and others coming from manufacturing, have required th
use of simulation because they could not be satisfactori
handled with scenarios.

My research group has worked mostly with a partic
ular variety of simulation optimization method, which we
usually call sample-path optimization (e.g., Gürkan, Özge
and Robinson 1999), but that has also been given oth
names, such as the stochastic counterpart method. We h
had some success with these methods for particular pro
lem classes by combining them with efficient deterministi
optimization methodology, for both smooth and nonsmoot
(convex) problems. In addition, progress had been made
the theoretical underpinnings of this methodology, and he
I might particularly mention the work of Alexander Shapiro
and his group. However, there are serious computation
issues that are not currently resolved.

One of most critical of these issues is that of the
efficient computation of gradients of performance function
with respect to the decision variables. In a number o
applied problems this computation can be done efficient
by infinitesimal perturbation analysis (IPA) or some of its
extensions (e.g., Fu and Hu 1997). However, the informatio
needed for application of IPA is not usually accumulate
6
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by production simulation software packages. This mean
that to test our methods we have had to hand-code th
simulations, rather than being able to use efficient moder
software. We have tried to generate IPA gradient informatio
by adapting automatic differentiation methods to work on
simulation code, but to date we have not had much succe
with this because of the one-sidedness of the derivative
involved (they are basically directional derivatives). I think
this is a real deficiency, because no matter how good a
optimization procedure is, people in industry are unlikely
to use it if it requires a lot of additional coding work.

I would like to see the producers of production software
make a serious effort to provide IPA add-ins to their code
that could be used for computation of derivatives. Having
these conveniently available would mean that a user cou
employ an efficient optimization package in combination
with the simulation software, without the need for recoding
They cannot do so effectively now because of the codin
barrier.
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